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Abstract—In this article, a distributed output-feedback con-
sensus maneuvering problem is investigated for a class of
uncertain multiagent systems with multi-input and multi-output
(MIMO) strict-feedback dynamics. The followers are subject to
immeasurable states and external disturbances. A distributed
neural observer-based adaptive control method is designed for
consensus maneuvering of uncertain MIMO multiagent systems.
The method is based on a modular structure, resulting in
the separation of three modules: 1) a variable update law
for the parameterized path; 2) a high-order neural observer;
and 3) an output-feedback consensus maneuvering control law.
The proposed distributed neural observer-based adaptive control
method ensures that all followers agree on a common motion
guided by a desired parameterized path, and the proposed
method evades adopting the adaptive backstepping or dynamic
surface control design by reformulating the dynamics of agents,
thereby reducing the complexity of the control structure.
Combined with the cascade system analysis and interconnection
system analysis, the input-to-state stability of the consensus
maneuvering closed loop is established in the Lyapunov sense. A
simulation example is presented to demonstrate the performance
of the proposed distributed neural observer-based adaptive
control method for output-feedback consensus maneuvering.

Index Terms—Consensus maneuvering, high-order neural
observer, neural network adaptive control, output-feedback con-
trol, uncertain multi-input and multi-output (MIMO) multiagent
systems.
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I. INTRODUCTION

IN RECENT years, distributed cooperative control of
multiagent systems has garnered significant attention due to

its widespread application in various fields, such as unmanned
marine vehicles, smart grids, and bionic robots [1], [2], [3].
Consensus, as one of the key topics in distributed cooperative
control, has been a focal point, with numerous reported
results, including leaderless consensus [4], [5], [6] and leader-
following consensus [7], [8], [9], [10], [11], [12], [13], [14],
[15], [16], [17]. In particular, leader-following consensus
implies that followers reach an agreement on a common
motion guided by a single leader [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17]. In [7], a distributed adaptive leader-
following consensus protocol is developed for linear agents
with respect to a leader with a zero input. In [8] and [9],
output sign-consensus is investigated for heterogeneous linear
multiple agents under fixed and switching signed graphs.
In [10], an asynchronous edge-based event-triggered mecha-
nism is proposed for leader-following consensus. In [11], a
distributed asynchronous sampled-data-based consensus con-
trol law is designed for a class of general linear multiagent
systems. In [12], a secure consensus problem is studied
for linear multiagent systems under event-triggered control
subject to a sequential scaling attack. The above works in [7],
[8], [9], [10], [11], and [12] focus on linear systems and
naturally extend to nonlinear systems [13], [14], [15], [16],
[17]. In [13], an optimal consensus problem is investigated
for nonlinear systems subject to minimum-phase uncertain
dynamics, unity-relative degree, and external disturbances.
In [14], a distributed consensus problem is addressed for
heterogeneous nonlinear systems under the switching topol-
ogy, and a distributed dynamic compensator is designed to
tackle internal uncertainties and external disturbances. In [15],
distributed quantized adaptive consensus controllers are con-
structed using a command-filtered-backstepping method and
state quantizers. In [16], fixed-time consensus control is
studied for two classes of heterogeneous nonlinear multiagent
systems. In [17], a neural adaptive leader-following consensus
controller is developed for nonlinear multiagent systems, and a
novel state transformation function is constructed to transform
the constrained output into an equivalent unconstrained vari-
able. Generally, leader-following consensus control considered
in [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], and [17]
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can be categorized as consensus tracking along a time-
dependent reference trajectory, where the control structure is
spatial–temporal coupling. In certain applications, followers
are directed along a parameterized path, where the spatial
objective and the temporal objective need to be specified
separately [18], [19], [20], such as cooperative surrounding of
marine vehicles and cooperative search of mobile robots.

Maneuvering control has been formulated as a viable
solution for spatial–temporal decoupling applications [20]. It
comprises two tasks. The primary task is to drive an object to
converge to a specified path parameterized by a scalar variable,
commonly referred to as the path variable. The secondary
task is to ensure that the object satisfies a given dynamic
specification throughout the motion process associated with
the primary task. When the path variable is predetermined
for all future times, tracking control can be considered
as a specific instance of maneuvering control [18]. Many
maneuvering control methods have been reported, encom-
passing general linear systems [18], [19], uncertain nonlinear
systems [20], [21], [22], and find natural extensions to various
industrial applications, such as holonomic mobile robots [23],
autonomous surface vehicles (ASVs) [24], [25], [26], [27],
[28], unmanned underwater vehicles [29], and unmanned aerial
vehicles [30]. It is noteworthy that the maneuvering control
methods proposed in [18], [19], [20], [21], [22], [23], [24],
[25], [26], [27], [28], [29], and [30] require access to the full-
state information.

The acquisition of full-state information is challenging in
real-world applications [31], [32], [33], [34]. It is rewarding
to investigate the distributed cooperative control problem of
nonlinear multiagent systems based on the output-feedback
design [35], [36], [37], [38], [39]. In [35], distributed neural
network adaptive controllers with fault tolerance capabilities
are designed for nonstrict-feedback systems subject to inter-
mittent actuator faults. In [36], an adaptive fuzzy tracking
controller is developed for output-feedback leader-following
consensus of nonlinear multiagent systems with the prescribed
performance. In [37] and [38], observer-based fuzzy adaptive
cooperative control methods are proposed using the back-
stepping design approach along with the command filters,
employing the time-triggered [37] and event-triggered com-
munication [38] separately. In [39], the distributed flocking
problem is investigated for multiple ASVs without velocity
sensors, using a data-driven extend state observer. The output-
feedback control methods in [35], [36], [37], [38], and [39]
are structured with the backstepping-like architecture, incor-
porating the adaptive backstepping or dynamic surface control
design. However, this architecture increases the complexity of
the control structure, thereby limiting its practical applications.

Building upon the preceding discussions, we delve into
a distributed consensus maneuvering problem guided by
a parameterized path under the directed topology herein.
Consensus maneuvering is suitable for many practical sce-
narios. For instance, the formation of multiple ASVs can
execute the search effort. Only a select number of vehicles
are permitted to access the preplanned route during searching
and need to perform a maneuvering task. Other vehicles
receive the information from their neighbor vehicles and

need to perform a tracking task. In this task scenario, the
utilization of consensus maneuvering is deemed appropriate.
A distributed neural observer-based adaptive control method is
designed for consensus maneuvering of uncertain multi-input
and multi-output (MIMO) strict-feedback multiagent systems
subject to immeasurable states, uncertain nonlinearities, and
external disturbances. The control method is proposed by using
a modular design approach, resulting in the decoupling of
the parameter update subsystem, high-order neural observer
subsystem, and output-feedback consensus maneuvering con-
trol subsystem. For the uncertain MIMO multiagent systems,
the proposed control method guarantees distributed consensus
maneuvering and input-to-state stability without the need for
complete state information. In comparison with the existing
literature on leader-following consensus control, maneuvering
control, and output-feedback cooperaitve control, the contri-
butions and novelties of the proposed method are listed as
follows.

1) In contrast to the existing leader-following consensus
tracking controllers proposed in [7], [8], [9], [10], [11],
[12], [13], [14], [15], [16], and [17] guided by time-
dependent trajectories, the proposed distributed neural
observer-based adaptive control method is developed
for output-feedback consensus maneuvering along the
parameterized path herein. Specifically, output-feedback
consensus maneuvering can be regarded as a general
case of output-feedback consensus tracking.

2) In contrast to the maneuvering control methods in [18],
[19], [20], [21], [22], [23], [24], [25], [26], [27],
[28], [29], and [30] that rely on full-state information,
the proposed distributed neural observer-based adaptive
control method is formulated using only the output
information. Furthermore, compared with the existing
maneuvering control methods in [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29], and [30],
which primarily focus on the second-order dynamic task,
the dynamic task considered in this article is of the nth-
order, representing a more general case for maneuvering
control.

3) In contrast to the observer-based adaptive control meth-
ods developed in [35], [36], [37], [38], and [39] for
output-feedback coordination of the nth-order dynamics,
which employ adaptive backstepping or dynamic surface
control design involving n approximators and control
laws, the proposed distributed neural observer-based
adaptive control method for consensus maneuvering
simplifies complexity by reformulating the model and
reducing the number of approximators and control laws
to just one. The proposed method maintains the dimen-
sion of approximators and control laws.

The remainder of this article is organized as follows.
Section II introduces some preliminary knowledge and
problem statements briefly. Section III elaborates on the
proposed distributed neural observer-based adaptive control
method. Section IV analyzes the stability. In Section V, the
effectiveness of the proposed distributed neural observer-based
adaptive control method for output consensus maneuvering is
demonstrated through simulation.
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II. PRELIMINARIES AND PROBLEM STATEMENT

This section briefly introduces the notations and graph the-
ory, derives the dynamics of uncertain MIMO strict-feedback
multiagent systems, and describes the output-feedback consen-
sus maneuvering problem.

A. Notations

In this article, let σ(·) and σ̄ (·) be the minimal and maximal
eigenvalues of a matrix, respectively. Let λ̄(·) be the maximal
singular value of a matrix. Let rank(·) denote the rank of a
matrix. Let diag{·} be a diagonal matrix. An m by m unitary
matrix is represented as Im. Om denotes an m by m zero
matrix. An m-dimensional column vector consisting of 1 is
represented as 1m. An m-dimensional column vector consisting
of 0 is represented as 0m. rowi(·) denotes the ith row of a
matrix. sgn(·) = [sign(·), . . . , sign(·)]T with sign(·) being a
sign function. Rn denotes the n-dimensional Euclidean Space.
R

+ denotes the positive real scalar. f (l)(·) denotes the lth-order
derivative of f (·). ‖·‖ and ‖·‖F denote the Euclidean norm and
the Frobenius norm, respectively. ⊗ represents the Kronecker
product.

B. Graph Theory

Define G = (V,W) as a directed graph for M agents. V =
(n1, . . . , nM) and W = {(ni, nj) ∈ V × V} represent a vertex
set and an edge set, respectively, where ni denotes the ith node.
Let an adjacency matrix associated with G be A = [ai,j] ∈
R

M×M for followers. ai,j = 1 means (nj, ni) ∈ W , and ai,j = 0
denotes (nj, ni) /∈ W or i = j. Define D = diag{d1, . . . , dM} as
a degree matrix associated with G, where di = ∑

ai,j. Define
L = D − A as a Laplacian matrix associated with G. Define
a spanning matrix B = diag{b1, . . . , bM} for the virtual leader
where bi = 1 denotes that the ith follower communicates with
the virtual leader; otherwise, bi = 0. Define two auxiliary
matrices H = B + L, and H′, where rowi(H′) = rowi(H)
when bi = 1 otherwise rowi(H′) = 0T

M .
Assumption 1 [40]: There is a spanning tree in G with the

root node serving as the leader. This implies the existence of
a directed path from the leader to each follower.

Lemma 1 [40]: Under Assumption 1, the matrix H is
nonsingular. Moreover, all eigenvalues of H are in the open
right-half plane.

Lemma 2 [41]: Under Assumption 1, define

q = [
q1, . . . , qM

]T = H−11M

T = diag{τ1, . . . , τM} = diag

{
1

q1
, . . . ,

1

q1

}

G = HTT + T H (1)

where G and T are positive definite.

C. System and Problem Statement

The uncertain MIMO strict-feedback multiagent system
considered in this article consists of M followers. The model

of the ith follower is
⎧
⎨

⎩

ẋi,k = xi,k+1 + fi,k
(
x̄i,k

)

ẋi,n = ui + fi,n
(
x̄i,n

) + wi(t)
yi = xi,1

(2)

where i = 1, 2, . . . ,M, k = 1, . . . , n − 1, xi,l ∈ R
m represents

the state, l = 1, . . . , n, x̄i,l = [xT
i,1, . . . , xT

i,l]
T ∈ R

lm, ui ∈ R
m

is the input, yi ∈ R
m is the output, fi,l(x̄i) ∈ R

m denotes a
smooth and bounded uncertain nonlinear term, and wi(t) ∈ R

m

denotes external disturbances.
According to [42], the system model (2) can be refor-

mulated by using y(n)i , allowing to transform (2) into the
following form:

⎧
⎨

⎩

ẋi,1 = si,2
ṡi,k = si,k+1

ṡi,n = ui + gi
(
x̄i,n, t

) (3)

where k = 2, . . . , n−1, si,2 = xi,2 + fi,1(xi,1), si,k+1 = xi,k+1 +∑k−1
l=1 ([d

k−lfi,l(x̄i,l)]/[dtk−l]) + fi,k(x̄i,k), and gi(x̄i,n, t) =
∑n−1

l=1 ([d
n−lfi,l(x̄i,l)]/[dtn−l])+ fi,n(x̄i,n)+ wi(t).

Furthermore, letting Si = [xT
i,1, sT

i,2, . . . , sT
i,n]T , the dynam-

ics of the ith follower governed by (3) can be transformed into
the following form:

{
Ṡi = ASi + B

(
ui + gi(x̄i,n, t)

)

yi = CSi
(4)

where

A =

⎡

⎢
⎢
⎢
⎣

Om Im Om · · · Om

Om Om Im · · · Om
...

...
. . .

...
...

Om Om Om · · · Om

⎤

⎥
⎥
⎥
⎦

∈ R
mn×mn

B =

⎛

⎜
⎜
⎜
⎝

Om
...

Om

Im

⎞

⎟
⎟
⎟
⎠

∈ R
mn×m

C = [
Im Om Om · · · Om

] ∈ R
m×mn.

Remark 1: For the system (2), the following neural
observer is always constructed to design the output-
feedback controller:

⎧
⎨

⎩

˙̂xi,k = x̂i,k+1 + ŴT
i,kXi,k − κi,1

(
ŷi − yi

)

˙̂xi,n = ui + ŴT
i,nXi,n − κi,n

(
ŷi − yi

)

ŷi = x̂i,1.

(5)

On the one hand, when designing output-feedback neural
adaptive controllers, the construction of n neural networks and
adaptation laws is necessary. As the system order increases,
these neural networks contribute to a higher computational
burden. On the other hand, regulating the neural observer (5)
becomes challenging due to the nonlinearity present in each
order dynamics of (5), encompassing the approximator ŴT

i,lXi,l

and the next-order estimated state x̂i,l. These challenges render
output-feedback control more demanding than state-feedback
control. However, upon transforming the system model (2)
into (3), the number of neural networks and adaptation laws
can be reduced to just one, and the dynamics of the proposed
observer (22) from the first-order to the (n − 1)th-order
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become linear. Therefore, model transformation simplifies the
design complexity of output-feedback controllers. Moreover,
nonbackstepping control methods can be applied to uncertain
nonlinear systems after the model transformation [42], [43].

In the consensus maneuvering problem considered herein,
the parameterized path yr(θ) is preloaded into one of the
followers, designating it as the leader within the swarm. The
virtual leader follows a parameterized path yr(θ) ∈ R

m, where
θ ∈ R denotes a path variable. The information related to the
virtual leader is accessible only to a select few followers.

Let Yr = [yT
r (θ), (dyT

r (θ)/dt), . . . , (dn−1yT
r (θ)/dtn−1)]T , the

dynamics of Yr is represented as

Ẏr = AYr + B
[
fr(θ, yr(θ))+ yθr (θ)ω

]
(6)

where fr(θ, yr(θ)) ∈ R
m denotes a bounded function with

respect to the l(l = 1, . . . , n − 2)th-order derivative of θ and
yr(θ), yθr (θ) ∈ R

m denotes the first-order partial derivative
along θ and ω is a to-be-designed parameter. For the virtual
leader, an assumption is made as follows.

Assumption 2: The path yr(θ) and its lth-order partial
derivative y(l)r (θ) are bounded, where l = 1, . . . , n. fr(θ, yr(θ))

is bounded with frM ∈ R
+ satisfying ‖fr(·)‖ ≤ frM .

Problem: For the multiagent system (2) and the virtual
leader (6), the control objective is to derive a distributed
output-feedback consensus maneuvering controller utilizing
output information yi as well as virtual leader information Yr

and θref. This distributed output-feedback consensus maneu-
vering controller comprises an approximation term f̂i, a control
law ui, a high-order neural observer ˙̂Si, an adaptation law ˙̂Wi,
and an update law ω̇, given by

f̂i = ŴT
i Xi

ui = ψu,i

(
Ŝi,Yr, Ŝj, f̂i

)
, j ∈ Fi

˙̂Si = ψŜ,i

(
Ŝi, yi, ui, f̂i

)

˙̂Wi = ψŴ,i

(
Ŝi, yi, Ŵi

)

ω̇ = ψω,i

(
Ŝi,Yr, θ, θref

)

such that the following geometric and dynamic tasks are
satisfied.

Geometric Task [18], [44]: All followers are driven to agree
on a common motion governed by the parameterized path
yr(θ) as

lim
t→∞ ‖yi − yr(θ)‖ ≤ δg

where there exists δg ∈ R
+ as a small residual error.

Dynamic Task [18], [44]: Define θa = [θ, θ̇ , . . . , θ (n−1)]T .
For the virtual leader, the update speed of the path vari-
able is non-negative such that θ̇ ≥ 0. Moreover, θa is
driven to converge to a given dynamic specification θra =
[θref(t), θ̇ref(t), . . . , θ

(n−1)
ref (t)]T ∈ R

n as follows:

lim
t→∞ ‖θa − θra‖ ≤ δd

where there exists δd ∈ R
+ as a small residual error.

Finally, the input-to-state stability small-gain theorem is
introduced as follows.

Lemma 3 [45]: Consider the following two subsystems:

ẋ1 = f1(t, x1, x2, u1)

ẋ2 = f2(t, x2, x1, u2).

The subsystem x1 and the subsystem x2 are input-to-state
stable with (x2, u1) and (x1, u2) as inputs, respectively. There
exist KL functions βx1(·) and βx2(·) and K∞ functions κx2(·),
κu1(·), κx1(·), and κu2(·) satisfying

‖x1(t)‖ ≤ βx1(‖x1(0)‖, t)+ κx2(‖x2‖)+ κu1(‖u1‖)
‖x2(t)‖ ≤ βx2(‖x2(0)‖, t)+ κx1(‖x1‖)+ κu2(‖u2‖).

If the condition

κx2 ◦ κx1(r) < r or κx1 ◦ κx2(r) < r ∀r > 0

holds, the interconnection system formed by x1 and x2 is input-
to-state stable.

III. DISTRIBUTED NEURAL OBSERVER-BASED ADAPTIVE

CONTROL METHOD FOR OUTPUT-FEEDBACK CONSENSUS

MANEUVERING

In this section, a distributed observer-based neural adaptive
control method is proposed based on the modular design
approach to ensure output-feedback consensus maneuvering.
This method encompasses a path update law, a high-order neu-
ral observer, and an output-feedback consensus maneuvering
control law.

A. Path Update Law

In this section, a path update law is developed for the leader
to guarantee the dynamic task. First, consider the nth-order
dynamics of θ as

θ(n) = ω (7)

where ω ∈ R is a to-be-designed variable.
Letting θa = [θ, θ̇ , θ̈ , . . . , θ (n−1)]T , (7) is expressed by the

state model

θ̇a = Apθa + Bpω (8)

where

Bp =

⎛

⎜
⎜
⎜
⎝

0
...

0
1

⎞

⎟
⎟
⎟
⎠

∈ R
n, Ap =

⎡

⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

...
...

0 0 0 · · · 0

⎤

⎥
⎥
⎥
⎦

∈ R
n×n.

Then, ω is produced by the following form:

ω̇ = −λlω + ω̂ (9)

where λl ∈ R
+ denotes a tuning parameter, and ω̂ ∈ R is a

to-be-designed variable.
Merging (9) into (8) and letting θ̄a =

[θ, θ̇ , θ̈ , . . . , θ (n−1), ω]T , the new state model is expressed by
the following form:

˙̄θa = Alθ̄a + Blω̂ (10)
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where

Bl =

⎛

⎜
⎜
⎜
⎝

0
...

0
1

⎞

⎟
⎟
⎟
⎠

∈ R
n+1

and

Al =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

...
...

0 0 0 · · · 1
0 0 0 · · · − λl

⎤

⎥
⎥
⎥
⎥
⎥
⎦

∈ R
(n+1)×(n+1).

An update law of ω is constructed as follows:
⎧
⎨

⎩

ω̇ = −λlω + ω̂

ω̂ = −clBT
l Pl

(
θ̄ − θ̄ra

) + hω
hω = −∑

i∈Nl
biρlyθT

r (θ)
(
Cêi

) (11)

where θ̄ra = [θT
ra, 0]T , θra = [θref(t), θ̇ref(t), . . . , θ

(n−1)
ref (t)]T ∈

R
n is the given dynamic specification, cl ∈ R

+ is a cou-
pling gain, ρl ∈ R

+ denotes a tuning parameter, Nl is
the neighbor set of the leader, Pl = PT

l ∈ R
(n+1)×(n+1)

is a positive-definite solution through solving the following
algebraic Riccati inequality with Ql = QT

l ∈ R
(n+1)×(n+1)

being a positive-definite matrix:

PlAl + AT
l Pl − PlBlB

T
l Pl + Ql < 0 (12)

and an estimated consensus maneuvering error êi is defined
as follows:

êi =
∑

j∈Fi

ai,j

(
Ŝi − Ŝj

)
+ bi

(
Ŝi − Yr

)

where Fi denotes the neighbor set of the ith follower.
The solvable problem of (12) can be determined by

analyzing the controllability of the pair (Al,Bl). Because
the controllability matrix Ml = (Bl,AlBl,A2

l Bl, . . . ,An
l Bl) is

equal to

Ml =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 · · · 1
0 0 0 · · · (−λl)
...

...
. . .

...
...

0 1 (−λl) · (−λl)
n−2

1 (−λl) (−λl)
2 · · · (−λl)

n−1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

∈ R
(n+1)×(n+1)

it can be observed that rank(Ml) = n + 1. Therefore, (12) is
solvable.

Define θ̃a = θa − θra and ˜̄θa = θ̄a − θ̄ra = [θ̃T
a , ω]T . The

subsystem �l governed by θ̃a and ω is given as follows:

�l:

⎧
⎪⎨

⎪⎩

˙̄̃
θa = Al

˜̄θa + Blω̂

ω̂ = −clBT
l Pl

˜̄θa + hω
hω = −∑

i∈Nl
biρlyθT

r (θ)
(
Cêi

)
.

(13)

An estimated local tracking error for the ith follower can
be defined as δ̂i = Ŝi − Yr. The next lemma demonstrates the
stability property of the subsystem �l.

Lemma 4: Consider the subsystem �l governed by (13)
with states being θ̃a and ω and the input being δ̂. If

Assumptions 1 and 2 hold and cl ≥ 1/2, �l is input-to-state
stable

Proof: Taking

Vl = 1

2
˜̄θT
a Pl

˜̄θa (14)

as a positive-definite Lyapunov function candidate, we obtain

V̇l = 1

2
˜̄θT
a (A

T
l Pl + PlAl − 2clPlB

T
l BlPl)

˜̄θa

− ˜̄θT
a Bl

∑

i∈Nl

biρly
θT
r (θ)(Cêi). (15)

Using (12) and defining δ̂ = [δ̂T
1 , . . . , δ̂

T
M]T ∈ R

Mmn, (15)
can be further put into

V̇l = 1

2
˜̄θT
a

(
AT

l Pl + PlAl − 2clPlB
T
l BlPl

) ˜̄θa

− ρl
˜̄θT
a Bly

θT
r (θ)

(
(H′1M)

T ⊗ C
)
δ̂

≤ −σ(Ql)

2
‖ ˜̄θa‖2 + ρlȳ

θ
r σ̄

(
H′)‖ ˜̄θa‖‖δ̂‖. (16)

Letting El = [‖θ̃a‖, |ω|]T , (16) is transformed into the
following form:

V̇l ≤ −c1‖El‖2 + ρlc2‖El‖‖δ̂‖ (17)

where c1 = 0.5σ(Ql) and c2 = ȳθr σ̄ (H′).
Since ‖El‖ ≥ 2ρlc2‖δ̂‖/c1 makes

V̇c ≤ −1

2
c1‖El‖2 (18)

the subsystem �l governed by (13) is input-to-state stable.
Letting 
l = diag{Pl, 1}, there exist a class KL function βl(·)
and a class K function κ

δ̂
(·). Consequently

‖El(t)‖ ≤ βl(‖El(0)‖, t) + κ
δ̂

(
‖δ̂‖

)
(19)

where κ
δ̂
(r) = 2ρlc2

√
σ̄ (
l)r/c1

√
σ(
l).

B. High-Order Neural Observer

In this section, a high-order neural observer is designed for
the ith follower to estimate unknown states, by integrating an
echo state network as the approximator. First, let us recall the
dynamics of Si as follows:

Ṡi = ASi + B
[
ui + gi

(
x̄i,n, t

)]
. (20)

To estimate the uncertain term gi(x̄i,n, t), the following echo
state network is taken [46]:

gi
(
x̄i,n, t

) = WT
i Xi + εi(t) (21)

where Wi ∈ R
p×m denotes a weight matrix satisfying ‖Wi‖F ≤

W∗
i with W∗

i ∈ R
+, εi(t) ∈ R

m is an approximation error
satisfying ‖εi(t)‖ ≤ ε∗i with ε∗i ∈ R

+, and Xi ∈ R
p is a

p-dimensional reservoir state, and Ẋi is given by

Ẋi = ci
[−hiXi + φi

(
Wi,ξiξi + Wi,XiXi

)]

where ξi = [yT
i (t), yT

i (t − td), . . . , yT
i (t − ntd), uT

i (t)]
T ∈

R
(n+2)m, ci ∈ R

p×p is a time constant matrix, hi ∈ R
p×p is a

tuning parameter matrix, φi(·) ∈ R
p represents an activation

function, and Wi,ξi ∈ R
p×(n+2)m and Wi,Xi ∈ R

p×p are internal
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weight matrices. Note that alternative approximators, such as
various types of neural networks and fuzzy-logic systems, can
also be employed.

Then, a high-order neural observer for Si is developed as
⎧
⎪⎪⎨

⎪⎪⎩

˙̂Si = AŜi + B
(

ui + ŴT
i Xi

)
− F

(
ŷi − yi

)

˙̂Wi = −�i

(
Xi(ŷT

i − yT
i )+ kWiŴi

)

ŷi = CŜi

(22)

where Ŝi ∈ R
mn is an estimated state of Si, F ∈ R

mn×m denotes
an observer gain matrix, �i ∈ R

m×m denotes an positive
adaptation gain, and kWi ∈ R

m×m is a tuning parameter.
Letting S̃i = Ŝi − Si and W̃i = Ŵi − Wi, the dynamics of S̃i

and W̃i is represented as

�o,i :

{ ˙̃Si = Ao,iS̃i + B
(
W̃T

i Xi − εi(t)
)

˙̃Wi = −�i

[
Xi

(
S̃T

i CT
)

+ KWiŴi

] (23)

where Ao = A − FC. There exists the following algebraic
Riccati inequality:

AT
o Po,i + Po,iAo + Qo,i

+ Po,iBBTPo,i + ιiRo,iR
T
o,i < 0 (24)

where ιi ∈ R
+ is a tuning parameter, Qo,i = QT

o,i ∈ R
mn×mn

denotes a positive-definite matrix, and Ro,i = Po,iB − CT

with Po,i = PT
o,i ∈ R

mn×mn being a positive-definite solution
through solving the algebraic Riccati inequality (24).

The solvable problem of (24) can be transformed into the
solvability of the following matrix inequality:

[
AT

o Po,i + Po,iAo + Qo,i + ιiRo,iRT
o,i Po,iB

BTPo,i − Im

]

< 0 (25)

and it can be solved based on the Schur Complement
Lemma [47]. When Ao is Hurwtiz, AT

o Po,i + Po,iAo + Qo,i +
ιiRo,iRT

o,i is similar to the Lyapunov matrix inequality such
that (25) is solvable. To reduce the dimension of matrices,
define Ao = A − FC = (Ap − FpCp) ⊗ Im = Āo ⊗ Im and
B = Bp ⊗ Im with Āo = Ap − FpCp, F = Fp ⊗ Im, and
C = Cp ⊗ Im. An n-dimensional matrix Āo can be used as the
judging condition rather than the mn-dimensional matrix Ao.
The form of Āo is

Āo =

⎡

⎢
⎢
⎢
⎣

−r1 1 0 · · · 0
−r2 0 1 · · · 0
...

...
. . .

...
...

−rn 0 0 · · · 0

⎤

⎥
⎥
⎥
⎦

∈ R
n×n.

We can choose the appropriate parameters for Fp =
[r1, . . . , rn]T ∈ R

n to make Āo being Hurwtiz. Under this
condition, (24) is solvable.

Next, the following lemma demonstrates the stability prop-
erty of the subsystem �o,i.

Lemma 5: Consider the subsystem �o,i governed by (23)
with inputs being εi and Wi and states being S̃i and W̃i. If
Assumptions 1 and 2 hold and σ(KWi) − X∗2

i /ιi > 0, �o,i is
input-to-state stable.

Proof: Consider the following positive-definite Lyapunov
function candidate:

Vo,i = S̃T
i Po,iS̃i + tr

(
W̃T

i �
−1
i W̃i

)
. (26)

The time derivative of Vo,i along (23) satisfies

V̇o,i = S̃T
i (A

T
o Po,i + Po,iAo)S̃i + 2S̃T

i Ro,i(W̃
T
i Xi)

+ 2S̃T
i Po,iBεi − 2[tr(W̃T

i KWiW̃i)

+ tr(W̃T
i KWiWi)]. (27)

By using the following Young’s inequalities:
⎧
⎪⎪⎨

⎪⎪⎩

S̃T
i Ro,i

(
W̃T

i Xi
) ≤ ιiS̃T

i Ro,iRT
o,iS̃i

2 + W̃T
i XiXT

i W̃i
2ιi

−S̃T
i Po,iBεi ≤ S̃T

i Po,iBBT Po,iS̃i
2 + εT

i εi
2

tr
(
W̃T

i KWi Wi
) ≤ tr

(
W̃T

i KWi W̃i
)

2 + tr(WT
i KWi Wi)

2 .

(28)

V̇o,i can be further put into

V̇o,i ≤ − σ
(
Qo,i

)‖S̃i‖2 −
(

σ(KWi)− X∗2
i

ιi

)

‖W̃i‖2
F

+ ‖εi‖2 + σ̄
(
KWi

)‖Wi‖2
F

≤ − ci,3‖Eo,i‖2 + ‖Uo,i‖2 (29)

where Eo,i = [‖S̃i‖, ‖W̃i‖F]T , Uo,i = [‖εi‖,
√
σ̄ (KWi)‖Wi‖F]T ,

and ci,3 = min{σ(Qo,i), σ (KWi)− X∗2
i /ιi}.

Since ‖Eo,i‖ ≥ 2‖Uo,i‖/ci,3 makes

V̇o,i ≤ −ci,3

2
‖Eo,i‖2 (30)

the subsystem �o,i can be proved to be input-to-state stable.
There exists a class KL function βo,i(·) and two class K
functions κεi(·) and κWi(·). Consequently

‖Eo,i(t)‖ ≤ βo,i
(‖Eo,i(0)‖, t

) + κεi(‖εi‖)
+ κWi(‖Wi‖F) (31)

where κεi(r) = 2
√
σ̄ (�o,i)r/ci,3

√
σ(�o,i) and κWi(r) =

2
√
σ̄ (�o,i)σ̄ (KWi)r/ci,3

√
σ(�o,i) with �o,i = diag

{1, �−1
i }.

Remark 2: According to Weierstrass Approximation
Theorem, suppose gi(·) to be a continuous real-valued
function defined on the real interval. gi(·) can be uniformly
approximated by a sequence of polynomials. This implies that
gi(·) should be a continuous and continuously differentiable
function defined in a compact set, such that gi(·) is smooth. If
the agent is not subject to some additional constraints, such as
faults and malicious attacks, the boundedness of states x̄i,n is
easily ensured under the degenerative feedback in the steady-
state stage, such that gi(·) can maintain smooth. It is important
to note that some methods have been proposed to investigate
neural adaptive control for uncertain nonlinear systems
subject to nonsmooth dynamics. Zhao et al. [48] decomposed
the nonsmooth uncertain dynamics subject to finite jumps
into a continuous term and a noncontinuous approximation
error based on the Cellina Approximate Selection Theorem.
Thus, the continuous term can be approximated using neural
networks.
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Remark 3: The approximation form of the neural network
is gi(x̄i,n, t) = WT

i Xi +εi(t), where εi(t) represents an approxi-
mation error. gi(x̄i,n, t) can be regarded as a nonlinear function
that encompasses both parametric and nonparametric uncer-
tainties, as discussed in [49]. This is different from the full
feedback linearizable adaptation considered in [50] and [51],
where unlinearizable (or nonparametric) uncertainties can
be integrated into the approximation error. The lower the
continuity, the poorer the learning profile.

Remark 4: To ensure that states remain within the compact
set, the following approaches can be employed. First, appro-
priate initial values for the states need to be set. Second, a
higher control gain can be utilized to shorten the transient
process. Third, a smaller adaptation gain can be employed to
reduce the overshoot of estimated weights. In practice, these
approaches are often used in combination.

C. Consensus Maneuvering Control Law

A consensus maneuvering control law is constructed for the
ith follower to stabilize the closed-loop system. First, recall
the estimated consensus maneuvering error êi as follows:

êi =
∑

j∈Fi

ai,j

(
Ŝi − Ŝj

)
+ bi

(
Ŝi − Yr

)
.

To stabilize the dynamics of Si, a control law ui can be
designed for the ith follower as

ui = −cuKêi − ŴT
i Xi − frMsgn

(
Kêi

)
(32)

where cu ∈ R
+ is a coupling gain, and K ∈ R

m×mn denotes a
feedback gain matrix and is taken as

K = BTPc

where Pc = PT
c ∈ R

mn×mn is a positive-definite solution
satisfying an algebraic Riccati inequality

PcA + ATPc + Qc − PcBBTPc < 0 (33)

with Qc = QT
c ∈ R

mn×mn being a positive-definite matrix.
Define A = Ap ⊗ Im and B = Bp ⊗ Im. The solvable problem

of (33) can be determined by analyzing the controllability of
the pair (Ap,Bp). Because the controllability matrix Mp =
(Bp,ApBp,A2

pBp, . . . ,An−1
p Bp) is equal to

Mp =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 · · · 1
0 0 0 · · · 0
...

...
. . .

...
...

0 1 0 · 0
1 0 0 · · · 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

∈ R
n×n

where rank(Mp) = n. Therefore, (33) is solvable.
Recalling δ̂i = Ŝi − Yr, the dynamics of δ̂i is expressed as

˙̂
δi = Aδi − cuBKêi − F

(
ŷi − yi

) − frMsgn
(
Kêi

)

− B
[
fr(θ, yr(θ))+ yθr (θ)ω

]
. (34)

Recalling δ̂ = [δ̂T
1 , . . . , δ̂

T
M]T , ˙̂

δ is described as follows:

�c : ˙̂
δ = (IM ⊗ A − cuH ⊗ BK)δ̂ − (IM ⊗ FC)S̃

− ρ − (1M ⊗ B)[fr(θ, yr(θ))+ yθr (θ)ω] (35)

where ρ = [(frMsgn(Kê1))
T , . . . , (frMsgn(KêM))

T ]T .
Then, the next lemma demonstrates the stability property of

the subsystem �c.
Lemma 6: Consider the subsystem �c governed by (35)

with inputs being S̃i and ω and the state being δ̂. If
Assumptions 1 and 2 hold, �c is input-to-state stable, when
the coupling gain cu satisfies the following condition:

cu ≥ 1

2 mini=1,...,M(σi(G)qi)
.

Proof: Take a Lyapunov function candidate

Vc = 1

2
δ̂T(T ⊗ Pc)δ̂. (36)

We obtain V̇c as

V̇c = 1

2
δ̂T[T ⊗ (PcA + ATPc)− 2cuG ⊗ (PcBBTPc)

]
δ̂

− δ̂T(T ⊗ PcFC)S̃ − δ̂T(T ⊗ Pc)ρ (37)

− δ̂T(T 1M ⊗ PcB)
[
yθr (θ)ω + fr(θ, yr(θ))

]
.

Using the following inequality:
{−δ̂T(T ⊗ Pc)ρ ≤ −fr,M‖δ̂T(T ⊗ Pc)‖1

−δ̂T(T 1M ⊗ PcB)fr(θ, yr(θ)) ≤ fr,M‖δ̂T(T ⊗ Pc)‖1

we have

V̇c ≤ 1

2
δ̂T [T ⊗ (PcA + ATPc)− 2cuG ⊗ (PcBBTPc)]δ̂

− cuδ̂
T(T ⊗ PcFC)S̃

− δT(T 1M ⊗ PcB)yθr (θ)ω. (38)

Introducing the state transformation ζ = (JT ⊗ Imnδ̂) with
ζ = [ζ T

1 , . . . , ζM]T and JTT J = diag{τi}, (38) is further
put into

V̇c ≤ 1

2

M∑

i=1

ζ T
i τi[PcA + ATPc − 2cuqiσi(G)PcBBTPc]ζi

− cuδ
T(T ⊗ PcFC)S̃

− δT(T 1M ⊗ PcB)yθr (θ)ω

where σi(G) is the ith eigenvalue of G. Then, one yields that

V̇c ≤ − c4‖δ̂‖2 +
M∑

i=1

c5‖δ̂‖‖S̃i‖ + c6‖δ̂‖|ω| (39)

where c4 = 0.5 mini=1,...,M τiσ(Qc), c5 = cuσ̄ (T )σ̄ (PcFC),
and c6 = ȳθr σ̄ (T )σ̄ (Pc).

Since ‖δ̂‖ ≥ (2
∑M

i=1 c5‖S̃i‖ + 2c6|ω|)/c4 makes

V̇c ≤ −1

2
c4‖δ̂‖2 (40)

the subsystem �c governed by (35) is input-to-state stable.
Defining a class KL function βc(·) and class K functions

κS̃i
(·) and κω(·), it follows that:

‖δ̂(t)‖ ≤ βc

(
‖δ̂(0)‖, t

)
+

M∑

i=1

κS̃i

(
‖S̃i‖

)
+ κω(|ω|) (41)

where κS̃i
(r) = 2c5

√
σ̄ (T ⊗ Pc)r/c4

√
σ(T ⊗ Pc) and κω(r) =

2c6
√
σ̄ (T ⊗ Pc)r/c4

√
σ(T ⊗ Pc).
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IV. MAIN RESULTS

First, the error dynamics of the interconnection system
connected by (13) and (35) is given as follows:

�c+l :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂
δ = (IM ⊗ A − cuH ⊗ BK)δ̂

− (IM ⊗ FC)S̃ − ρ

− (1M ⊗ B)
[
yθr (θ)ω + fr(θ, yr(θ))

]

˙̄̃
θa = Al

˜̄θa + Blω̂

ω̂ = −clBT
l Pl

˜̄θa + hω
hω = −∑

i∈Nl
biρlyθT

r (θ)
(
Cêi

)
.

(42)

�c+l is input-to-state stable, according to the following
lemma.

Lemma 7: Consider the interconnection system �c+l

formed by �c (35) and �l (13) with states being δ, θ̃ , and ω
and the input being S̃i. �c+l is input-to-state stable.

Proof: The subsystem �c is proved to be input-to-state
stable, according to Lemma 6. Because |ω| is an element of
El, (41) is changed into

‖δ̂(t)‖ ≤ βc

(
‖δ̂(0)‖, t

)
+

M∑

i=1

κS̃i

(
‖S̃i‖

)
+ κω(‖El‖). (43)

It follows from Lemma 3 that the subsystem �l is also
input-to-state stable. Recalling (19), we have

‖El(t)‖ ≤ βl(‖El(0)‖, t)+ κ
δ̂

(
‖δ̂‖

)
. (44)

It can be observed that the input ω of the subsystem �c is
a state of the subsystem �l, and the input δ̂ of the subsystem
�l is a state of the subsystem �c. According to Lemma 3, the
interconnection system �c+l is input-to-state stable when the
following condition is satisfied:

κω ◦ κδ(r) = ρl · 4c2c6
√
σ̄ (
l)

√
σ̄ (T ⊗ Pc)

c1c4
√
σ(
l)

√
σ(T ⊗ Pc)

r < r. (45)

It follows that:

ρl · 4c2c6
√
σ̄ (
l)

√
σ̄ (T ⊗ Pc)

c1c4
√
σ(
l)

√
σ(T ⊗ Pc)

< 1.

Then, ρl is chosen as follows:

ρl <
c1c4

√
σ(
l)

√
σ(T ⊗ Pc)

4c2c6
√
σ̄ (
l)

√
σ̄ (T ⊗ Pc)

. (46)

Letting Es = [‖δ̂‖, ‖El‖]T , Es satisfies

‖Es(t)‖ ≤ βs(‖Es(0)‖, t)+
M∑

i=1

κS̃i

(
‖S̃i‖

)
(47)

where βs(·) is a class KL function.
Finally, the next theorem presents the main result of the

proposed method in this article.
Theorem 1: Consider the uncertain MIMO strict-feedback

multiagent systems governed by (2) and the parameterized vir-
tual leader governed by (6). If the distributed output-feedback
consensus maneuvering controllers are chosen as (22) and (32)
and the path update law is chosen as (11), the closed-loop
system is input-to-state stable under Assumptions 1 and 2, and
all error signals are uniformly bounded.

Proof: The closed-loop system is cascaded by �o,i and �o,i.
The subsystem �o,i and the subsystem �c+l have been proved
to be input-to-state stable in Lemmas 5 and 7. Therefore,
the resulting closed loop is input-to-state stable by using [52,
Lemma 4.6], and then

‖Es(t)‖ < βs(‖Es(0)‖, t)+
M∑

i=1

κS̃i
◦ (κεi(‖εi‖)

+ κWi(‖Wi‖F)). (48)

S̃i and δ̂ are uniformly bounded according to Lemma 5
and Lemma 7. Let S̃ = [S̃T

1 , . . . , S̃T
M]T ∈ R

Mmn and δ =
[δT

1 , . . . , δ
T
M]T ∈ R

Mmn with δi = Si − Yr ∈ R
mn. Because

δ = δ̂ − S̃, δ is uniformly bounded by

lim
t→∞ ‖δ‖ ≤ lim

t→∞
(
‖δ̂‖ + ‖S̃‖

)

≤ lim
t→∞

(

‖δ̂‖ +
M∑

i=1

‖S̃i‖
)

≤
M∑

i=1

(
1 + κS̃i

)
◦ (κεi(‖εi‖)

+ κWi(‖Wi‖F)). (49)

Due to ‖εi‖ ≤ ε∗i and ‖Wi‖F ≤ W∗
i , (49) is further put into

the following form:

lim
t→∞ ‖δ‖ ≤

M∑

i=1

⎡

⎣2

√
σ̄
(

o,i

)

ci,3

√
σ
(

o,i

)

(

1 + 2c5
√
σ̄ (T ⊗ Pc)

c4
√
σ(T ⊗ Pc)

)

×
(
ε∗i + √

σ̄ (KWi)W
∗
i

)
⎤

⎦. (50)

Define e = [eT
1 , . . . , eT

M]T and ê = [êT
1 , . . . , êT

M]T . Since
e = Hδ and ê = Hδ̂, e and ê can be proved to be
uniformly bounded with ‖e‖ ≤ σ̄ (H)‖δ‖ and ‖ê‖ ≤ σ̄ (H)‖δ̂‖.
Considering that the neural network approximation should stay
valid at all times, the stability analysis yields a semi-global
boundedness result.

Remark 5: According to [52, Definition 4.4 and
Th. 4.6], (49) shows that for any bounded inputs εi(t) and
Wi(t), all error signals in the closed-loop system will remain
bounded as t increases. ei is uniformly bounded and will also
converge to a residual set.

Remark 6: The output-feedback consensus maneuvering
problem considered herein can also be tackled by alternative
methods. For example, when the virtual leader is transformed
into the leader model using in [14] and [53], the consen-
sus maneuvering controller can be developed based on a
distributed internal model approach proposed in the same ref-
erences. When system (2) is transformed into a discrete form,
necessary and sufficient conditions for consensus maneuvering
can be determined by using z-transformation and Routh
criterion [54]. In cases where the multiagent system involves
additional optimization goals, the proposed method can be
combined with a surplus-based accelerated strategy [55].

Remark 7: The proposed method offers several advantages.
First, it employs a single control law, simplifying the overall
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Fig. 1. Relationship among five ASVs.

structure. Second, based on this method, the number of neural
networks and adaptation laws can be reduced to just one,
simplifying the learning process. Third, the proposed method
eliminates the need for additional filters and differentiators.
However, a disadvantage of the proposed method is that it
requires solving three algebraic Riccati inequalities. On the
other hand, adaptive backstepping-like methods [35], [37],
[38], [39] have their own advantages. First, by stabilizing
each order of the model, the stability analysis of these
methods becomes straightforward. Second, these methods do
not impose restrictions on the location of unknown parameters
or constrain the growth of nonlinearities [56]. Nonetheless,
adaptive backstepping-like methods do have disadvantages.
First, constructing the n − 1 virtual control laws and the final
control law in a step-by-step manner is necessary. Second,
these methods face the inherent challenge of complexity
explosion, or additional filters and differentiators must be
employed to obtain the derivatives of virtual control laws [39].

Remark 8: The high-order neural observer (22) is con-
structed based on the structure of the transformed model (3)
and (4). The proposed high-order neural observer can also
be applied in the adaptive backstepping method. The learning
performance of neural networks using these two different
methods, based on the same observer, shows no significant
difference under the same assumptions and conditions.

V. SIMULATION RESULTS

A simulation is conducted to demonstrate the performance
of the proposed output-feedback consensus maneuvering con-
trol method in the distributed formation of ASVs. The
formation comprises five ASVs (No. 1–5) and one virtual
leader (No. 0), as illustrated in Fig. 1. It should be noted that
the desired parameterized path for the virtual leader among
the ASV formation is prestored in No. 1 ASV. The dynamics
of the ith ASV is expressed as [57]

M∗
i η̈i + C∗

i η̇i + D∗
i η̇i + gi(ηi, νi) = Ri(ψi)τi

with
⎧
⎨

⎩

M*
i = R(ψi)MiRT(ψi)

C*
i = Ri(ψi)

[
Ci(vi)− MiRT

i (ψi)Ṙi(ψi)
]
RT

i (ψi)

D*
i = Ri(ψi)Di(vi)RT

i (ψi)

where i = 1, . . . , 5, ηi = [xi, yi, ψi]T ∈ R
3 denotes the output

vector in the Earth-fixed coordinate, xi and yi mean latitude
coordinates and longitude coordinates, respectively, ψi is the
yaw angle, νi = [ūi, v̄i, r̄i]T ∈ R

3 denotes the velocity vector
in the body coordinate, ūi, v̄i, and r̄i are surge velocity, sway
velocity, and yaw velocity, respectively, τi ∈ R

3 is the input,
Mi = MT

i ∈ R
3×3 means the internal matrix related to mass

and dimensions, Ri(ψi) ∈ R
3×3 represents the rotation matrix

with R−1
i (ψi) = RT

i (ψi), Ci(νi) ∈ R
3×3 means the skew-

symmetric Coriolis and centripetal terms matrix, Di(νi) ∈
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Fig. 2. Output trajectories of five ASVs.

R
3×3 means the damping term, gi(ηi, νi) ∈ R

3 means the
unknown hydrodynamics, and wi ∈ R

3 means the ocean
disturbances simulated by the white Gaussian noise herein.
Fossen [57] provided internal parameters of the ASV.

Furthermore, we can transform the original model of ASVs
into the form like (3). The new model is

⎧
⎨

⎩

ẋi,1 = xi,2
ẋi,2 = ui + fi

(
xi,1, xi,2

) + wi

yi = xi,1

where xi,1 = ηi, xi,2 = η̇i, ui = (M∗
i )

−1Ri(ψi)τi, and
fi(xi,1, xi,2) = (M∗

i )
−1[ − C∗

i xi,2 − D∗
i xi,2 + gi(ηi, νi)].

The virtual leader is steered along a parameterized path
yr(θ) = [θ+0.5, 5 sin(θ+0.5)+45+θ, arctan(5 cos(θ+0.5)+
1)]T , and the given dynamic specification is θ̄ref = [0.3t, 0.3]T .
The control parameters are set to

K =
⎡

⎣
2.2361 0 0 3.0777 0 0

0 2.2361 0 0 3.0777 0
0 0 2.2361 0 0 3.0777

⎤

⎦

F =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

60 0 0
0 60 0
0 0 60

1200 0 0
0 1200 0
0 0 1200

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

c = 30, hi = 1, �i = diag{3000, 3000, 3000}, KWi =
diag{0.00001, 0.00001, 0.00001}, �i,fr = 50, ki,fr = 0.0001,
λl = 5, ρl = 1. To avoid collisions, the estimated consensus
maneuvering error is redefined as êi = ∑

j∈Fi
ai,j(Ŝi − Ŝj −

di)+ ai,r(Ŝi − Yr − d0), where di, d0 ∈ R
mn denote the desired

formation distances.
Simulation results are presented in the following figures.

Output trajectories of five ASVs are displayed in Fig. 2,
demonstrating the convergence of follower trajectories to a
desired formation guided by the parameterized path in 2-D
space, thus implementing the consensus maneuvering forma-
tion. The curve of the path variable θ is depicted in Fig. 3,
illustrating the update of the path variable according to the
given specification. Figs. 4 and 5 showcase the observational
effect of the proposed high-order neural observer, implying
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Fig. 3. Evolution of the path variable.

Fig. 4. Output observation using the proposed high-order neural observer.
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Fig. 5. Velocity observation using the proposed high-order neural observer.

accurate state observation based on the output information
of ASVs. The approximation performance of the echo state
network is portrayed in Fig. 6, revealing that internal uncer-
tainties can be effectively approximated by the proposed
method. The evolution of output errors using the proposed
output-feedback consensus maneuvering control method is
presented in Fig. 7, indicating that the output errors of all
ASVs converge to a small neighborhood of the origin. Fig. 8
illustrates the norm of inputs for all ASVs using the proposed
method.
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Fig. 6. Learning profiles of the ESN.
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Fig. 7. Output errors using the proposed control method.
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To further validate the proposed high-order neural observer,
an additional step disturbance is introduced at t = 50 s. All
other conditions, including agent dynamics, the virtual leader,
communication topology, and parameters, remain the same.
Fig. 9 depicts the learning profile of the echo state network,
while Fig. 10 illustrates the observation performance of the
proposed high-order neural observer. Together, Figs. 9 and 10
show that the proposed high-order neural observer exhibits
good transient performance.
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Fig. 9. Learning profiles of the ESN during step disturbance.
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Fig. 10. Velocity observation using the proposed high-order neural observer
during step disturbance.

VI. CONCLUSION

This article investigates distributed output-feedback con-
sensus maneuvering for uncertain MIMO strict-feedback
multiagent systems. The proposed distributed neural observer-
based adaptive consensus maneuvering control method is
distinguished from the backstepping-like observer-based con-
sensus control methods, which typically involve multiple
control laws and approximators. In contrast, the proposed
method employs only one control law and one approximator,
irrespective of the system’s order, leading to a reduction in
the number of control parameters. Furthermore, unlike existing
maneuvering control methods based on state-feedback design,
which primarily address second-order dynamic tasks, the
proposed method does not necessitate full-state information
and is applicable to nth-order dynamic tasks. The overall
output-feedback consensus maneuvering closed-loop is proven
to be input-to-state stable through interconnected and cascade
systems analysis. In future work, practical constraints, such
as switching typologies, actuator saturation, and time delays,
will be considered. Besides, we will try to speed up the
convergence speed, which finite-time consensus maneuvering
and fixed-time consensus maneuvering are further investigated.
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