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A B S T R A C T

This paper investigates a parameterized path-guided following/maneuvering control problem of an autonomous
surface vehicle (ASV) subject to actuator faults via a noncooperative game strategy. Unlike the existing path
maneuvering control methods, the noncooperative game of this paper includes two sub-games. On one hand,
the path update is considered to be against the effort of kinematic control. On the other hand, the kinetic
control is considered to be against the total disturbances consisting of actuator faults and external disturbances.
A robust adaptive fault-tolerant path maneuvering controller is designed based on a noncooperative game
approach. Specifically, we design a kinematic control law using an improved dynamic surface control approach
to achieve the geometric objective. An improved neural predictor is constructed, in which a concurrent
learning-based adaptation is designed to identify unknown fault coefficients. A path update law and a kinetic
control law are calculated to cover noncooperative games by using an adaptive dynamic programming
approach. Theoretical analysis shows that the closed-loop system is input-to-state stable, and the proposed
method can meet the geometric objective, the dynamic objective, and the fault-tolerant objective. Finally,
simulation results demonstrate the efficacy of the proposed robust adaptive fault-tolerant control method for
path maneuvering.
1. Introduction

Autonomous surface vehicle (ASV) is a kind of intelligent marine
robot and can replace humans in many maritime operations (Gu et al.,
2022a,b; Wang et al., 2024). Motion control remains a significant topic
for the ASV as it provides the most fundamental assurance during naval
operations. In recent two decades, many motion control methods have
been proposed for the ASV, including target tracking (Ma et al., 2022;
Gao et al., 2021; Hu and Zhang, 2022; Gao et al., 2023), trajectory
tracking (Ma et al., 2019; Wu et al., 2022a,b; He et al., 2023), and path
following/maneuvering (Skjetne et al., 2004, 2005; Zhang et al., 2017,
2022; Liu et al., 2020; Lv et al., 2023, 2022; Peng et al., 2018, 2020;
Gu et al., 2021; Zhang et al., 2021, 2023). Similar to trajectory tracking
and target tracking, path maneuvering is also to drive vehicles to move
along a given path at the geometric level. But different from trajectory
and target tracking, there exists an additional path variable as a free
degree of control in each given path, in which a dynamic task should be
considered for path update via tuning this variable during path maneu-
vering. In Skjetne et al. (2004), a robust maneuvering control method
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is proposed. In Skjetne et al. (2005), an adaptive path maneuvering
controller is designed for a model ship with experimental validations.
In Zhang et al. (2017), a waypoints-based path maneuvering con-
troller is constructed based on a robust neural adaptation. In Zhang
et al. (2022), an event-based control method is developed for path
maneuvering of underactuated surface vehicles, and an event-triggered
mechanism with the dynamic threshold is designed. Moreover, some
path maneuvering control methods have been proposed for multiple
vehicles, such as decentralized cooperative maneuvering (Liu et al.,
2020; Lv et al., 2023, 2022), formation maneuvering (Peng et al.,
2018, 2020), distributed containment maneuvering (Gu et al., 2021;
Zhang et al., 2021), and noncooperative game-based distributed ma-
neuvering (Zhang et al., 2023). These interesting results in Skjetne
et al. (2004, 2005), Zhang et al. (2017, 2022), Liu et al. (2020), Lv
et al. (2023, 2022), Peng et al. (2018, 2020), Gu et al. (2021), Zhang
et al. (2021) and Zhang et al. (2023) only consider the desired path
update, which the path variable is driven to satisfy given dynamic
assignments. However, as an additional free degree of control, the path
029-8018/© 2023 Elsevier Ltd. All rights reserved.
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variable is linked with the kinematic control level of the ASV and can
reduce the effort of kinematic control via a specific update law (Dacic
et al., 2006). In other words, there exists a game between the path
update and the kinematic control. Besides, these meaningful results
in Skjetne et al. (2004, 2005), Zhang et al. (2017, 2022), Liu et al.
(2020), Lv et al. (2023, 2022), Peng et al. (2018, 2020), Gu et al.
(2021), Zhang et al. (2021) and Zhang et al. (2023) is under an ideal
actuator condition. However, the actuators of the ASV are easily subject
to faults in applications due to unexpected aging and wear (Jin, 2016).

Many fault-tolerant control methods have been proposed for marine
vehicles (Jin, 2016; Hao et al., 2020; Zhu et al., 2023; Lu et al.,
2021; Wu and Tong, 2023). In Jin (2016), a fault-tolerant control
scheme is designed for the formation of underactuated autonomous
surface vessels, and time-varying tan-type barrier Lyapunov functions
are introduced to cover line-of-sight range and angle constraints. In Hao
et al. (2020), a slide mode fault-tolerant controller is designed for
marine surface vehicles subject to time delay. In Zhu et al. (2023),
an event-triggered adaptive PID-type controller is developed for fault-
tolerant control of underactuated ships, and state saturation is also
considered. In Lu et al. (2021), a robust adaptive fault-tolerant control
method is proposed for cooperative control of multiple unmanned
surface vehicles, and both the known fault case and the unknown fault
case are investigated. Furthermore, output-feedback fault-tolerance is
addressed for marine vehicles subject to immeasurable states in Wu and
Tong (2023). It should be noted that these meaningful results on fault-
tolerance of marine vehicles (Jin, 2016; Hao et al., 2020; Zhu et al.,
2023; Lu et al., 2021; Wu and Tong, 2023) consider the compensating
or counteracting mechanism for actuator faults. In the last two years,
a new fault-tolerant control method has been proposed in Ren et al.
(2022), Ma et al. (2023) by introducing a noncooperative game theory.
In the noncooperative game, the kinetic control and the actuator fault
can be treated as two players. The competitive relationships of these
two players can be modeled as a convex payoff function, and the opti-
mal kinetic control law and the worst actuator fault can be constructed
by solving this payoff function.

The model of the ASV is in the presence of uncertain nonlinearities
caused by unmodeled dynamics and unknown parameters. In many
path maneuvering control designs, the neural predictor is designed
as approximators to identify these uncertain nonlinearities (Liu et al.,
2020; Lv et al., 2023, 2022; Peng et al., 2018, 2020; Gu et al., 2021).
Compared with the traditional neural network adaptation, neural pre-
dictors can improve the transient performance of neural approximation
by using a predicted error as a tuning term in the adaptation law.
Besides, some improved neural predictors have been proposed, such as
high-order tuner-based neural predictor (Zhang et al., 2023) and finite-
time neural predictor (Jiang et al., 2023). However, when the actuator
faults occur, these neural predictors may not be directly applicable in
fault-tolerant control design. This is because the actual kinetic control
law is not equal to the ideal control input during a fault. Therefore, it is
rewarding to further improve the neural predictor for the fault-tolerant
path maneuvering problem.

This paper aims to investigate the path maneuvering problem of an
ASV. The dynamics of the ASV is subject to internal uncertainties and
external disturbances. Besides, the vehicle is also subject to actuator
faults. A robust adaptive fault-tolerant controller, consisting of a kine-
matic control law, a path update law, an improved neural predictor,
and a kinetic control law, is designed for path maneuvering of the ASV
based on a noncooperative game strategy. The noncooperative game
herein includes two aspects. The desired path update and the effort of
kinematic control can be regarded as a game, and the kinetic control,
the external environmental disturbances, and the actuator faults can
be also taken as a game. In contrast to the existing results on path
maneuvering and fault-tolerant control of marine vehicles, the main
2

contributions of this paper are as follows.
• Compared with the existing path maneuvering control methods
in Skjetne et al. (2004, 2005), Zhang et al. (2017, 2022), Liu et al.
(2020), Lv et al. (2023, 2022), Peng et al. (2018, 2020), Gu et al.
(2021), Zhang et al. (2021) and Zhang et al. (2023) for the ASV,
we propose a noncooperative game-based variable tuning law for
path update herein. The relationship between kinematic control
and path update is considered as a dynamic game. The proposed
variable tuning law is to reduce the kinematic control effort and
achieve the desired path update.

• Different from fault-tolerant control methods for marine vehicles
in Jin (2016), Hao et al. (2020), Zhu et al. (2023), Lu et al. (2021)
and Wu and Tong (2023), the proposed fault-tolerant control
method herein is based on a noncooperative game strategy, in
which the actuator fault and the kinetic control is considered as a
dynamic game. The kinetic control law is obtained by calculating
the payoff function among kinetic control and total disturbances.

• Compared with the neural predictor design in Liu et al. (2020),
Lv et al. (2023, 2022), Peng et al. (2018, 2020), Gu et al. (2021),
Zhang et al. (2023) and Jiang et al. (2023) for path maneu-
vering, an improved neural predictor is developed based on the
concurrent learning approach, which unknown fault coefficients
can be identified. The approximation of the neural network is
less affected by the actuator fault. Therefore, the improved neural
predictor is more suitable for the actuator fault case.

The remainder of this paper is organized as below. We introduce
some related preliminaries and give the problem formulation briefly
in Section 2. The design process of the robust adaptive fault-tolerant
controller is given in Section 3. The main theoretical results of this
paper are analyzed in Section 4. Simulation examples are provided to
illustrate the effectiveness of the proposed method in Section 5. At last,
we conclude this paper in Section 6.

Notation: Define 𝜆min(⋅) and 𝜆max(⋅) as the minimal and maximal
igenvalue value of a matrix respectively, R𝑛 as the 𝑛-dimensional
uclidean space, R+ as the set of positive real number, ‖⋅‖ as the

Euclidean norm of a vector and the Frobenius norm a matrix.

2. Preliminaries and problem formulation

The model of the ASV is described by the following form

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

�̇� = 𝑅(𝜓)𝜈

𝑅(𝜓) =

⎡

⎢

⎢

⎢

⎣

cos(𝜓) − sin(𝜓) 0
sin(𝜓) cos(𝜓) 0

0 0 1

⎤

⎥

⎥

⎥

⎦

𝑀�̇� = 𝜏 + 𝑓 (𝜈) +𝑤(𝑡)

(1)

where 𝜂 = [𝑥, 𝑦, 𝜓]T ∈ R3 with 𝑥, 𝑦 being the positions in the north-
east-down frame and 𝜓 being a heading angle, 𝜈 = [𝑢, 𝑣, 𝑟]T ∈ R3 is a
vector that encompasses the velocities of surge, sway, and yaw in the
body-fixed frame, 𝑀 = diag{𝑚𝑢, 𝑚𝑣, 𝑚𝑟} ∈ R3×3 is an internal parameter
matrix, 𝑓 (𝜈) ∈ R3 denotes a collection of uncertain nonlinear terms
produced by various factors such as Coriolis and centripetal forces,
hydrodynamics, unknown damping, and unmodeled dynamics, 𝜏 =
[𝜏𝑢, 𝜏𝑣, 𝜏𝑟]T ∈ R3 with 𝜏𝑢, 𝜏𝑣 being the torques and 𝜏𝑟 being the moment,
and 𝑤(𝑡) ∈ R3 is a time-varying bounded environmental disturbance.

It can be observed that the dynamics of the ASV is modeled in the
two different frames. We can transform (1) into the following form in
the north-east-down frame
{

�̇� = �̄�
̇̄𝜈 =𝑀−1𝜏 + 𝑓 (𝜈) + �̄�(𝑡)

(2)

where �̄� = 𝑅(𝜓)𝜈 = [�̄�, �̄�, 𝑟]T, 𝑓 (𝜈) = �̇�(𝜓)𝜈 + 𝑅(𝜓)𝑀−1𝑓 (𝜈), 𝜏 =
[𝜏𝑥, 𝜏𝑦, 𝜏𝑟]T ∈ R3 with 𝜏𝑥 = cos(𝜓)𝜏𝑢 + sin(𝜓)𝜏𝑣, 𝜏𝑦 = sin(𝜓)𝜏𝑢 + cos(𝜓)𝜏𝑣,
and �̄�(𝑡) = 𝑅(𝜓)𝑀−1𝑤(𝑡).
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Fig. 1. Illustration of path maneuvering of the ASV.

In this paper, the actuator fault consists of the actuator bias and the
loss of effectiveness. The model of the actuator fault can be expressed
by the following form

𝜏 = 𝜎𝜏𝑎 + 𝜏(𝑡) (3)

where 𝜏a = [𝜏a,ū, 𝜏a,v̄, 𝜏a,r ]T ∈ R3 denote the actual control input, 𝜎 =
diag{𝜎𝑢, 𝜎𝑣, 𝜎𝑟} ∈ R3×3 with 𝜎𝑢, 𝜎𝑣, 𝜎𝑟 ∈ (0, 1) denotes an unknown fault
pattern matrix and 𝜏(𝑡) ∈ R3 is the actuator bias. when 𝜎𝑙 < 1 with
𝑙 = 𝑢, 𝑣, 𝑟 means the 𝑙th actuator is subject to partial effectiveness losses
and 𝜎𝑙 = 1 means the 𝑙th actuator can control freely. Merging (3) into
(2), the model of the ASV subject to the unexpected actuator fault is
rewritten as follows
{

�̇� = �̄�
̇̄𝜈 =𝑀−1(𝜎𝜏a + 𝜏(𝑡)) + 𝑓 (𝜈) + �̄�(𝑡).

(4)

This paper is to design a robust adaptive fault-tolerant controller for
path maneuvering of the ASV subject to uncertainties, external dis-
turbances, and unexpected actuator faults. The ASV can achieve the
following geometric task, dynamic task, and fault-tolerant task through
the use of the proposed controller. Illustration of path maneuvering is
shown in Fig. 1.

• Geometric Objective: The output trajectory 𝜂 of the ASV is
driven to follow a desired parameterized path as far as possible.
The mathematic process is given as follows.

‖𝜂 − 𝜂𝑟(𝜃)‖ ≤ 𝜄𝑔 (5)

where there exists a residual error 𝜄𝑔 ∈ R+.
• Dynamic Objective: The path update law 𝜔 is considered as an

action of a player during the noncooperative game. This player
is driven to minimize a convex payoff function associated with
the kinematic control and path update. The mathematic process
is described as follows.

min 𝐽d(𝜔, 𝑧d). (6)

• Fault-tolerant Objective: The kinetic control law 𝜏a is considered
as an action of a player during the noncooperative game. This
player is driven to minimize a convex payoff function associated
with the kinetic control and fault-tolerance. The mathematics
process is

min 𝐽𝜈 (𝑧2, 𝜏a, 𝑤tot ). (7)

Several assumptions will be required throughout this paper.

Assumption 1. Parameterized path 𝜂𝑟(𝜃) and its velocity �̇�r (𝜃) are
smooth and bounded, i.e. ‖𝜂𝑟(𝜃)‖ ≤ 𝜂∗𝑟 and ‖�̇�𝑟(𝜃)‖ ≤ 𝜂∗𝑟,d with 𝜂∗𝑟 , 𝜂

∗
𝑟,d ∈

R+.

Assumption 2. External disturbance is bounded, i.e. ‖�̄�(𝑡)‖ ≤ 𝑤∗ with
∗ +
3

𝑤 ∈ R .
Assumption 3. Actuator bias is bounded, i.e. ‖𝜏(𝑡)‖ ≤ 𝜏∗ with 𝜏∗ ∈ R+.

Remark 1. Assumption 1 is common in many existing results (Gu et al.,
2022a; Liu et al., 2021) because we always plan a smooth and bounded
path described by mathematics. It is convenient for the ASV to design
controllers. Assumption 2 is realistic for practical applications because
we cannot always use the ASV in inclement weather. Assumption 2 can
be founded in existing results, such as Gu et al. (2022a), Liu et al.
(2021) and Peng et al. (2020). Assumption 3 provides a reasonable
condition for the structural features of actuators. If the bias is too large,
the actuator bias is the same as the loss of effectiveness. Assumption 3
is common in existing fault-tolerant control methods, such as Ren et al.
(2022), Ma et al. (2023) and Lu et al. (2021).

3. Robust adaptive fault-tolerant controller design for path ma-
neuvering of the ASV

In the previous section, we introduce the model of the ASV and
three control objectives of path maneuvering. We construct a robust
adaptive fault-tolerant controller for path maneuvering in this section.
The proposed controller is modular and under a noncooperative game
strategy, including a kinematic control law, a path update law, an
improved neural predictor, and a kinetic control law. The kinematic
control law and the path update law are at the kinematic level, and the
improved neural predictor and the kinetic control law are at the kinetic
level.

3.1. Kinematic control law and path update law design at the kinematic
level

In this subsection, the kinematic control is considered. A kinematic
control law is developed based on a dynamic surface control approach.
Besides, the path update is closely connected with the kinematic con-
trol, and thus we design a path update law for the path variable via
utilizing this connection.

Step 1. In this step, a kinematic control law is constructed for the
ASV to track the desired parameterized path. Firstly, define a kinematic
tracking error 𝑧1 = 𝜂 − 𝜂𝑟(𝜃). The dynamics of 𝑧1 along (4) can be
calculated as �̇�1 = �̄� − �̇�𝑟(𝜃). To stabilize �̇�1, we can design a kinematic
control law as below

𝛼 = −𝐾1𝑧1 + �̇�𝑟(𝜃) (8)

where 𝐾1 = diag{𝑘𝑥, 𝑘𝑦, 𝑘𝜓} with 𝑘𝑥, 𝑘𝑦, 𝑘𝜓 ∈ R+ being the control
gain in each degree of freedom. Then, let 𝛼 pass through the following
nonlinear tracking differentiator

⎧

⎪

⎨

⎪

⎩

�̇�a = 𝑣da

�̇�da = −𝛾2a

[

𝛽a,1(𝑣a − 𝛼)
1
2 + 𝛽a,2(

𝑣da
𝛾a
)
2
3

] (9)

where 𝑣a ∈ R3 can be considered as an estimation of 𝛼, 𝛾a ∈ R+ is a time
constant of the differentiator, 𝛽a,1, 𝛽a,2 ∈ R+ are two tuning parameters.
Ref. Guo and Zhao (2011) has shown that both ‖𝑣a − 𝛼‖ and ‖�̇�a − �̇�‖
are bounded.

Step 2. The desired parameterized path 𝜂𝑟(𝜃) contains a path variable
𝜃, which is as an additional control degree of freedom. Therefore, a path
update law is essential. At first, consider the dynamics of 𝜃 as �̇� = 𝜔.
Then, the kinematic control law designed in the previous step can be
rewritten as follows

𝛼 = −𝐾1𝑧1 +
𝜕𝜂𝑟(𝜃)
𝜕𝜃

𝜔. (10)

In path maneuvering, the term (𝜕𝜂𝑟(𝜃)∕𝜕𝜃)𝜔 can be used to design
a scheme for 𝜔 to reduce the control effort of (8). That is to say, there
exists a noncooperative game, which 𝜔 and 𝛼 can be considered as two
players. Besides, as the dynamics of the path variable 𝜃, 𝜔 is also em-
ployed to achieve desired path update. Illustration of noncooperative
game between path update and kinematic control is shown in Fig. 2.
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Fig. 2. Illustration of noncooperative game between path update and kinematics
control.

We can construct the following convex payoff function to describe
this game

𝐽d(𝜔, 𝑧d) = ∫

∞

0

(

‖

‖

‖

‖

−𝐾1𝑧1 +
𝜕𝜂𝑟(𝜃)
𝜕𝜃

𝜔
‖

‖

‖

‖

2
+

+𝑐d(𝜔 + 𝑘d𝑧d)2
)

𝑑𝑡

(11)

where 𝑘d ∈ R+ and 𝑐d ∈ R+ are two tuning parameters, and 𝑧d =
𝜃 − ∫ 𝑣𝑠𝑑𝑡 denotes a tracking error for the dynamic objective.

Along the payoff function (11), we try to find an optimal 𝜔 as far
as possible. Another player 𝛼 is considered to be independent. The
mathematics process is expressed as follows

𝐽 ∗
d = min

𝜔
𝐽d(𝜔, 𝑧d). (12)

There exists a Nash equilibrium 𝜔∗ in this game, such that the
following inequality is satisfied

𝐽d(𝜔∗) ≤ 𝐽d(𝜔). (13)

Then, the Hamiltonian function associated with (11) is expressed as
follows

𝐻d(𝜔, 𝑧d,∇𝐽d(𝑧d)) =
‖

‖

‖

‖

−𝐾1𝑧1 +
𝜕𝜂𝑟(𝜃)
𝜕𝜃

𝜔
‖

‖

‖

‖

2

+ 𝑐d(𝜔 + 𝑘d𝑧d)2 + ∇𝐽d(𝑧d)(𝜔 − 𝑣𝑠).
(14)

A Hamilton–Jacobi-Isaacs (HJI) function is obtained as

0 = min
𝜔
𝐻d(𝜔, 𝑧d,∇𝐽d(𝑧d)). (15)

Taking the partial derivative of the above HJI function, we have the
following condition
𝜕𝐻d
𝜕𝜔

= 0. (16)

Then, the optimal path update law 𝜔∗ can be obtained along (14)
as follows

𝜔∗ = −
2𝑐d𝑘d𝑧d + 2

(

𝜕𝜂𝑟(𝜃)
𝜕𝜃

)T
𝛶a + ∇𝐽 ∗

d (𝑧d)

2
(

𝑐d + ‖

𝜕𝜂𝑟(𝜃)
𝜕𝜃 ‖

2
) (17)

where 𝛶a = −𝐾1𝑧1.
Obviously, we need to solve the HJI function 𝐻d to obtain the

optimal path update law 𝜔∗. But, HJI function is very hard to calculate
by mathematical derivation. Therefore, an adaptive dynamic program-
ming policy can be introduced to deal with this problem. Then, a critic
neural network consisting of 𝑝d neurons can be used to identify 𝐽 ∗

d as
follows

𝐽 ∗
d (𝑧d) = 𝑊 T

d 𝜎d(𝜁d) + 𝜀d (18)

where 𝑊d ∈ R𝑝d is the weight vector of the critic neural network
satisfying ‖𝑊d‖ ≤ 𝑊 ∗

d with 𝑊 ∗
d ∈ R+ being the upper bound, 𝜎d(𝜁d) ∈

R𝑝d is the output vector of the hidden layer with 𝜁d being the input,
and 𝜀d ∈ R is the approximation error satisfying |𝜀d| ≤ 𝜀∗d with 𝜀∗d ∈ R+

being the upper bound.
Then, ∇𝐽 ∗

d (𝑧d) is expressed by the following form

∇𝐽 ∗
d (𝑧d) = ∇𝜎Td (𝜁d)𝑊d + ∇𝜀d (19)

where ∇𝜎 (𝜁 ) = 𝜕𝜎 (𝜁 )∕𝜕𝑧 ∈ R𝑝d and ∇𝜀 = 𝜕∇𝜀 ∕𝜕𝑧 ∈ R.
4

d d d d d d d d
Substituting (19) into (17), we have

𝜔∗ = −
2𝛶d +

(

∇𝜎Td (𝜁d)𝑊d + ∇𝜀d
)

2𝛱d
(20)

where 𝛶d = 𝑐d𝑘d𝑧d +
(

𝜕𝜂𝑟(𝜃)∕𝜕𝜃
)T 𝛶a, 𝛱d = (𝑐d + ‖𝜕𝜂𝑟(𝜃)∕𝜕𝜃‖2).

Substituting (17) into (14), we have the following HJI approxima-
tion error

𝛿d =
‖

‖

‖

‖

‖

‖

𝛶a +
(

𝜕𝜂𝑟(𝜃)
𝜕𝜃

)T
(

2𝛶d +
(

∇𝜎Td (𝜁d)𝑊d
)

2𝛱d

)

‖

‖

‖

‖

‖

‖

2

+ 𝑐d

(

2𝛶d +
(

∇𝜎Td (𝜁d)𝑊d
)

2𝛱d
+ 𝑘d𝑧d

)2

+ ∇𝜎Td (𝜁d)𝑊d

(

2𝛶d +
(

∇𝜎Td (𝜁d)𝑊d
)

2𝛱d
− 𝑣𝑠

)

.

(21)

Because the real value of 𝑊d cannot be obtained, an actual path
update law �̂� is constructed by using the estimated information as
follows

�̂� = −
2𝛶d +

(

∇𝜎Td (𝜁d)�̂�d
)

2𝛱d
(22)

where �̂�d is an estimation of 𝑊d.
An approximated Hamilton function is constructed as

𝑒d =
‖

‖

‖

‖

‖

‖

−𝐾1𝑧1 −
(

𝜕𝜂𝑟(𝜃)
𝜕𝜃

)T 2𝛶d +
(

∇𝜎Td (𝜁d)�̂�d
)

2𝛱d

‖

‖

‖

‖

‖

‖

2

+ 𝑐d

(

2𝛶d +
(

∇𝜎Td (𝜁d)�̂�d
)

2𝛱d
+ 𝑘d𝑧d

)2

+ ∇𝜎Td (𝜁d)�̂�d

(

2𝛶d +
(

∇𝜎Td (𝜁d)�̂�d
)

2𝛱d
− 𝑣𝑠

)

.

(23)

Define a squared residual error 𝐸d as follows

𝐸d =
1
2
𝑒2d. (24)

An update law for �̂�d can be constructed based on the gradient
descent scheme as follows

̇̂𝑊d = −

(

𝜌d𝜑d

(1 + 𝜑T
d𝜑d)2

)

𝜕𝐸d

𝜕�̂�d
(25)

where 𝜌d ∈ R+ is an adaptation gain and 𝜑d = ∇𝜎Td (𝜁d)(�̂� − 𝑣𝑠).

3.2. Neural predictor and kinetic control law design at the kinetic level

We have developed the kinematic control law and the path update
law in the previous subsection. In this subsection, a control law is
designed at the kinetic level based on a two-players noncooperative
game to achieve fault tolerance. Besides, a neural predictor is also
essential to approximate the uncertain dynamics of the ASV.

Step 1. Approximator is the premise of the kinetic control law. In
this step, an improved neural predictor will be constructed to estimate
the uncertain nonlinear term and identify unknown fault coefficients.
At first, recall the kinetics of the ASV as follows

̇̄𝜈 =𝑀−1 (𝜎𝜏a + 𝜏(𝑡)
)

+ 𝑓 (𝜈) + �̄�(𝑡). (26)

The uncertain nonlinear term 𝑓 (𝜈) = [𝑓𝑢(𝜈), 𝑓𝑣(𝜈), 𝑓𝑟(𝜈)]T can be
estimated by some intelligent approximators, such as the following RBF
network containing 𝑚𝑖 neurons in the hidden layer

𝑓𝑖(𝜈) = 𝑊 T
𝑖 𝜑𝑖(𝜁𝑖) + 𝜀𝑖, 𝑖 = 𝑢, 𝑣, 𝑟 (27)

where 𝑊𝑖 ∈ R𝑚𝑖 is the weight vector satisfying ‖𝑊𝑖‖ ≤ 𝑊 ∗
𝑖 with

𝑊 ∗
𝑖 ∈ R+ being the upper bound, 𝜑𝑖(𝜁𝑖) ∈ R𝑚𝑖 is the output vector

of the hidden layer from the radial basis activation function, 𝜁𝑖 ∈ 𝛺𝜁𝑖 is
the input of the RBF network with 𝛺 being a compact set, and 𝜀 ∈ R
𝜁𝑖 𝑖
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𝜈

is the approximation error satisfying |𝜀𝑖| ≤ 𝜀∗𝑖 with 𝜀∗𝑖 ∈ R+ being the
upper bound.

According to the system structure, a neural predictor associated
with (26) is constructed as follows
̇̄̂ =𝑀−1�̂�𝜏a + �̂�tot + ̂̄𝑓 − 𝜅( ̂̄𝜈 − �̄�) (28)

where ̂̄𝜈 ∈ R3 denotes an estimation of 𝜈, 𝜅 = diag{𝜅𝑢, 𝜅𝑣, 𝜅𝑟} with
𝜅𝑢, 𝜅𝑣, 𝜅𝑟 ∈ R+ being a diagonal gain matrix, ̂̄𝑓 = [�̂� T

𝑢 𝜑𝑢(𝜁𝑢), �̂�
T
𝑣 𝜑𝑣(𝜁𝑣),

�̂� T
𝑟 𝜑𝑟(𝜁𝑟)]

T with �̂�𝑖 being an estimation of 𝑊𝑖, �̂� = diag{�̂�𝑢, �̂�𝑣, �̂�𝑟} ∈
R3×3 denotes an estimation of 𝜎, and �̂�tot is to be designed in the next
step.

Then, an update law of �̂�𝑖 can be designed for adaptive tuning as
follows
⎧

⎪

⎪

⎨

⎪

⎪

⎩

̇̂𝑊𝑢 = −𝜌𝑢
(

𝜑𝑢(𝜁𝑢) ̃̄𝑢 + 𝑐𝑢�̂�𝑢
)

̇̂𝑊𝑣 = −𝜌𝑣
(

𝜑𝑣(𝜁𝑣) ̃̄𝑣 + 𝑐𝑣�̂�𝑣
)

̇̂𝑊𝑟 = −𝜌𝑟
(

𝜑𝑟(𝜁𝑟)𝑟 + 𝑐𝑟�̂�𝑟
)

(29)

where 𝜌𝑢, 𝜌𝑣, 𝜌𝑟 ∈ R+ are adaptation gains, 𝑐𝑢, 𝑐𝑣, 𝑐𝑟 ∈ R+ are tuning
parameters, and ̃̄𝑢, ̃̄𝑣, 𝑟 satisfy ̃̄𝜈 = [ ̃̄𝑢, ̃̄𝑣, 𝑟]T with ̃̄𝜈 = ̂̄𝜈 − �̄�.

We can observe from (26) that there exists the unknown fault co-
efficient, which can be estimated by using some adaptation structures.
An update law of �̂�𝑖 can be designed based on a concurrent learning
approach as follows Chowdhary et al. (2013), Zhang et al. (2021) and
Liu et al. (2021)
⎧

⎪

⎪

⎨

⎪

⎪

⎩

̇̂𝜎𝑢 = −𝛾𝑢
[ 𝜏a,�̄� ̃̄𝑢
𝑚𝑢

+ 𝑑𝑢
∑𝑁𝑢
𝑙=1

𝜏a,�̄�(𝑙)
𝑚𝑢

( �̂�𝑢(𝑙)𝜏a,�̄�(𝑙)
𝑚𝑢

− ̇̄𝑢(𝑙)
)]

̇̂𝜎𝑣 = −𝛾𝑣
[ 𝜏a,�̄� ̃̄𝑣
𝑚𝑣

+ 𝑑𝑣
∑𝑁𝑣
𝑙=1

𝜏a,�̄�(𝑙)
𝑚𝑣

( �̂�𝑣(𝑙)𝜏a,�̄�(𝑙)
𝑚𝑣

− ̇̄𝑣(𝑙)
)]

̇̂𝜎𝑟 = −𝛾𝑟
[ 𝜏a,𝑟𝑟
𝑚𝑟

+ 𝑑𝑟
∑𝑁𝑟
𝑙=1

𝜏a,𝑟(𝑙)
𝑚𝑟

( �̂�𝑟(𝑙)𝜏a,𝑟(𝑙)
𝑚𝑟

− �̇�(𝑙)
)]

(30)

where 𝛾𝑢, 𝛾𝑣, 𝛾𝑟 ∈ R+ are adaptation gains, 𝑑𝑢, 𝑑𝑣, 𝑑𝑟 ∈ R+ are tuning
parameters, 𝑁𝑢, 𝑁𝑣, 𝑁𝑟 are the number of recorded data, �̂�𝑢(𝑙), �̂�𝑣(𝑙),
�̂�𝑟(𝑙), 𝜏a,�̄�(𝑙), 𝜏a,�̄�(𝑙), 𝜏a,𝑟(𝑙), ̇̄𝑢(𝑙), ̇̄𝑣(𝑙), and �̇�(𝑙) are the 𝑙th recorded data.

Step 2. Kinetic control is considered in this step. At first, define a
kinetic tracking error 𝑧2 = �̄�− 𝜈a. The dynamics of 𝑧2 is taken along (4)
as follows

�̇�2 =𝑀−1 (𝜎𝜏a + 𝜏(𝑡)
)

+ 𝑓 (𝜈) + �̄�(𝑡) − 𝑣da (31)

The ocean disturbance �̄�(𝑡) is harmful to the ASV, which is similar to
the unknown actuator bias 𝜏(𝑡). �̄�(𝑡) and 𝜏(𝑡) are combined to degrade
path maneuvering, and thus they are competing with the actual control
input 𝜏a. Therefore, the total disturbance is defined as 𝑤tot =𝑀−1𝜏 + �̄�
and can be regarded as a player in the game. This competition can be
considered as a two-player noncooperative game, in which 𝜏a and 𝑤tot
are two players. Illustration of noncooperative game between kinetic
control and total disturbance is shown in Fig. 3. Then, the dynamics of
𝑧2 is rewritten as follows

�̇�2 =𝑀−1𝜎𝜏a +𝑤tot + 𝑓 (𝜈) − 𝑣da . (32)

Construct the following convex payoff function to describe this
game as follows

𝐽𝜈(𝑧2, 𝜏, 𝜏d) = ∫

∞

0

(

𝑧T2𝑄𝜈𝑧2 + 𝜏
T
a 𝑄a𝜏a − 𝜆𝜈𝑤T

tot𝑄w𝑤tot
)

𝑑𝑡 (33)

where 𝑄𝜈 ∈ R3×3, 𝑄a ∈ R3×3, 𝑄w ∈ R3×3 are given positive-definite
diagonal matrices and 𝜆𝜈 ∈ R+ denotes a coefficient.

In this game, we will try to find an optimal control input 𝜏a to cover
the worst total disturbance 𝑤tot as far as possible. The mathematics
process can be expressed as follows

𝐽 ∗
𝜈 (𝑧2) = min

𝜏a
max
𝑤tot

𝐽 (𝑧2, 𝜏a, 𝑤tot ). (34)

Because the payoff function (33) is convex, there exists a Nash
equilibrium (𝜏∗a , 𝑤

∗
tot ) in this game, such that the following inequality

is achieved

𝐽 (𝑧 , 𝜏∗, 𝑤 ) ≤ 𝐽 (𝑧 , 𝜏∗, 𝑤∗ ) ≤ 𝐽 (𝑧 , 𝜏 , 𝑤∗ ) (35)
5

𝜈 2 a tot 𝜈 2 a tot 𝜈 2 a tot
Fig. 3. Illustration of noncooperative game between kinetics control and total
disturbance.

Then, the Hamiltonian function associated with (33) is expressed as
follows

𝐻𝜈 (𝑧2,∇𝐽𝜈 (𝑧2), 𝜏a, 𝜏d) =𝑧T2𝑄𝜈𝑧2 + 𝜏
T
a 𝑄a𝜏a − 𝜆𝜈𝑤T

tot𝑄w𝑤tot

+ ∇𝐽T
𝜈 (𝑧2)(𝑀

−1𝜎𝜏a +𝑤tot

+ 𝑓 (𝜈) − 𝑣da ).

(36)

The HJI function associated with (33) is obtained as below

0 = min
𝜏a

max
𝑤tot

𝐽𝜈 (𝑧2, 𝜏a, 𝑤tot ). (37)

Taking the partial derivative of the above HJI function, we can
obtain the following two conditions
𝜕𝐻𝜈
𝜕𝜏a

= 0,
𝜕𝐻𝜈
𝜕𝑤tot

= 0. (38)

Then, the optimal kinetic control law 𝜏∗a and the worst total distur-
bance 𝑤∗

tot can be obtained along (36) as follows

𝜏∗a = −1
2
𝑄−1
𝜈 𝑀−1𝜎∇𝐽 ∗

𝜈 (𝑧2) (39)

𝑤∗
tot =

1
2𝜆𝜈

𝑄−1
w ∇𝐽 ∗

𝜈 (𝑧2). (40)

Similar to the previous subsection, an adaptive dynamic program-
ming policy can be used to solve the HJI function (36). A critic neural
network consisting of 𝑝𝜈 neurons can be used to identify 𝐽 ∗

𝜈 (𝑧2) as
follows

𝐽 ∗
𝜈 (𝑧2) = 𝑊 T

𝜈 𝜎𝜈 (𝜁𝜈 ) + 𝜀𝜈 (41)

where 𝑊𝜈 ∈ R𝑝𝜈 is the weight vector of critic neural network satisfying
‖𝑊𝜈‖ ≤ 𝑊 ∗

𝜈 with 𝑊 ∗
𝜈 ∈ R+ being the upper bound, 𝜎𝜈 (𝜁𝜈 ) ∈ R𝑝𝜈 is the

output vector of the hidden layer with 𝜁𝜈 being the input, and 𝜀𝜈 ∈ R
is the approximation error satisfying |𝜀𝜈 | ≤ 𝜀∗𝜈 with 𝜀∗𝜈 ∈ R+ being the
upper bound.

Then, ∇𝐽 ∗
𝜈 (𝑧2) is expressed by the following form

∇𝐽 ∗
𝜈 (𝑧2) = ∇𝜎T𝜈 (𝜁𝜈 )𝑊𝜈 + ∇𝜀𝜈 (42)

where ∇𝜎𝜈 (𝜁𝜈 ) = 𝜕𝜎𝜈(𝜁𝜈 )∕𝜕𝑧2 ∈ R𝑝𝜈×3 and ∇𝜀𝜈 = 𝜕∇𝜀𝜈∕𝜕𝑧2 ∈ R3.
Substituting (42) into (39) and (40), we have

𝜏∗a = −1
2
𝑄−1

a 𝑀−1𝜎(∇𝜎T𝜈 (𝜁𝜈 )𝑊𝜈 + ∇𝜀𝜈 ) (43)

𝑤∗
tot =

1
2𝜆𝜈

𝑄−1
w (∇𝜎T𝜈 (𝜁𝜈 )𝑊𝜈 + ∇𝜀𝜈 ). (44)

Substituting (43) and (44) into (36), the following HJI approxima-
tion error is obtained

𝛿𝜈 = 𝑧T2𝑄𝜈𝑧2 +𝑊
T
𝜈 ∇𝜎𝜈 (𝜁𝜈 )(

̂̄𝑓 − 𝑣da )

−1
4
𝑊 T
𝜈 ∇𝜎𝜈 (𝜁𝜈 )𝜎𝑀

−1𝑄−1
a 𝑀−1𝜎∇𝜎T𝜈 (𝜁𝜈 )𝑊𝜈

+ 1
4𝜆𝜈

𝑊 T
𝜈 ∇𝜎𝜈 (𝜁𝜈 )𝑄

−1
w ∇𝜎T𝜈 (𝜁𝜈 )𝑊𝜈 .

(45)

where 𝛿𝜈 can be expressed by 𝛿𝜈 = 𝛿�̄� + 𝛿�̄� + 𝛿𝑟 + 𝛿𝑤 and |𝛿𝑙| ≤ 𝛿∗𝑙 with
𝑙 = �̄�, �̄�, 𝑟, 𝑤 and 𝛿∗𝑙 ∈ R+ being a residual error (Ren et al., 2022; Ma
et al., 2023).
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Because the real value of 𝑊𝜈 cannot be obtained, two estimations
𝜏a = [𝜏a,�̄�, 𝜏a,�̄�, 𝜏a,𝑟]T and �̂�tot can be constructed as follows

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜏a,�̄� = − 1
2𝑞a,�̄�

𝑅T
�̄�
(

∇𝜎T𝜈 (𝜁𝜈 )�̂�a,�̄�
)

𝜏a,�̄� = − 1
2𝑞a,�̄�

𝑅T
�̄�
(

∇𝜎T𝜈 (𝜁𝜈)�̂�a,�̄�
)

𝜏a,𝑟 = − 1
2𝑞a,𝑟

𝑅T
𝑟
(

∇𝜎T𝜈 (𝜁𝜈)�̂�a,𝑟
)

(46)

̂ tot =
1
2𝜆𝜈

𝑄−1
w

(

∇𝜎T𝜈 (𝜁𝜈 )�̂�𝜈
)

(47)

here [𝑅�̄�, 𝑅�̄�, 𝑅𝑟] = 𝑀−1, diag{𝑞a,�̄�, 𝑞a,�̄�, 𝑞a,𝑟} = 𝑄a, �̂�a,�̄� is the estima-
ion of 𝜎𝑢𝑊𝜈 , �̂�a,�̄� is the estimation of 𝜎𝑣𝑊𝜈 , �̂�a,𝑟 is the estimation of
𝑟𝑊𝜈 , and �̂�𝜈 is the estimation of 𝜎𝑟𝑊𝜈 . 𝜏a is sent to the actuator of
SV to replace 𝜏a such that 𝜏a = 𝜏a.

An approximated Hamilton function is constructed as

𝜈 = 𝑧T2𝑄𝜈𝑧2 + �̂�
T
𝜈 ∇𝜎𝜈(𝜁𝜈 )(

̂̄𝑓 − 𝑣da )

−
�̄�,𝑟
∑

𝑖=�̄�

1
4𝑞a,𝑖

�̂� T
a,𝑖∇𝜎𝜈(𝜁𝜈 )𝑅

T
𝑖 𝑅𝑖∇𝜎

T
𝜈 (𝜁𝜈 )�̂�a,𝑖

+ 1
4𝜆𝜈

�̂� T
𝜈 ∇𝜎𝜈 (𝜁𝜈 )𝑄

−1
w ∇𝜎T𝜈 (𝜁𝜈 )�̂�𝜈 .

(48)

𝑒𝜈 can be further divided into two parts 𝑒𝜈 =
∑�̄�,𝑟
𝑖=�̄� 𝑒a,𝑖 + 𝑒tot , where

a,𝑖 is the sub-term in 𝑒𝜈 containing �̂�a,𝑖 and 𝑒tot is the sub-term in 𝑒𝜈
ontaining �̂�𝜈 . Then, define two squared residual errors 𝐸a,𝑖 and 𝐸tot
s follows

a,𝑖 =
1
2
𝑒2a,𝑖 (49)

tot =
1
2
𝑒2tot . (50)

The update law of �̂�a,𝑖 and �̂�𝜈 can be constructed as follows

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

̇̂𝑊a,𝑖 = −𝜌a,𝑖[
𝜑a,𝑖

(1+𝜑Ta,𝑖𝜑a,𝑖)
2 𝑒a,𝑖 −

𝜑a,𝑖
4(1+𝜑Ta,𝑖𝜑a,𝑖)

2 �̂�
T
a,𝑖𝐷a,𝑖�̂�a,𝑖

− 𝐵i,1�̂�a,𝑖], 𝑖 = �̄�, �̄�, 𝑟
̇̂𝑊𝜈 = −𝜌w[

𝜑w
(1+𝜑Tw𝜑w)2

𝑒tot +
𝜑w

4𝜃(1+𝜑Tw𝜑w)2
�̂� T
𝜈 𝐷d�̂�𝜈

− 𝐵w,1�̂�𝜈 ]

(51)

here 𝜌a,𝑖, 𝜌w ∈ R+ are adaptation gains, 𝜑a,𝑖 = −(1∕2)𝐷a,𝑖�̂�a,𝑖, 𝐷a,𝑖 =
𝜎𝜈 (𝜁𝜈 )𝑅T

𝑖 𝑞
−1
a,𝑖 𝑅𝑖∇𝜎

T
𝜈 (𝜁𝜈 ), 𝜑w = ∇𝜎𝜈 (𝜁𝜈 )( ̂̄𝑓 − 𝑣da ) + (1∕2𝜆𝜈 )𝐷w�̂�𝜈 , 𝐷w =

𝜎𝜈 (𝜁𝜈 )𝑄−1
w ∇𝜎T𝜈 (𝜁𝜈 ), 𝐵𝑖,1, 𝐵w,1 ∈ R𝑝𝜈×𝑝𝜈 are two tuning parameter matri-

es.

. Main results

The closed-loop system resulting from the proposed path maneuver-
ng control method is more complicated than the one resulting from the
onventional path maneuvering control method such as Skjetne et al.
2004, 2005), Zhang et al. (2017, 2022), Liu et al. (2020), Lv et al.
2023, 2022), Peng et al. (2018, 2020), Gu et al. (2021) and Zhang
t al. (2021, 2023) due to the ADP strategy. Nevertheless, it is still
ossible to establish that the closed-loop system still retain the uniform
oundedness property via the analysis of the input-to-state stability. To
his end, we conclude the following theorem.

heorem 1. Consider the ASV governed by (4). When the robust adaptive
ault-tolerant path maneuvering controller is chosen as kinematic law (8),
econd-order nonlinear tracking differentiator (9), optimal path update law
22), neural predictor (28) and (29), kinetic control law (46), expected
orst total disturbance (48), and update laws for the critic neural network

25) and (51) under the noncooperative game mechanisms (11) and (33),
6

the total closed-loop system is input-to-state stable.
Proof. The total closed-loop system can be divided into three subsys-
tems, including an estimation subsystem, a kinetics subsystem, and a
kinematics subsystem. At first, we consider the estimation subsystem.
Define ̃̄𝜈 = ̂̄𝜈 − �̄�, �̃�𝑖 = �̂�𝑖 −𝑊𝑖, and �̃�𝑖 = �̂�𝑖 − 𝜎𝑖, and the dynamics of ̃̄𝜈,
�̃�𝑖, and �̃�𝑖 is given as

𝛴e ∶

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

̇̄̃𝜈 = −𝜅 ̃̄𝜈 +𝑀−1�̃�𝜏a + �̃�tot + ̃̄𝑓 − 𝜀
̇̃𝑊𝑢 = −𝜌𝑢

(

𝜑𝑢(𝜁𝑢) ̃̄𝑢 + 𝑐𝑢�̂�𝑢
)

̇̃𝑊𝑣 = −𝜌𝑣
(

𝜑𝑣(𝜁𝑣) ̃̄𝑣 + 𝑐𝑣�̂�𝑣
)

̇̃𝑊𝑟 = −𝜌𝑟
(

𝜑𝑟(𝜁𝑟)𝑟 + 𝑐𝑟�̂�𝑟
)

̇̃𝜎𝑢 = −𝛾𝑢
[ 𝜏a,�̄� ̃̄𝑢
𝑚𝑢

+ 𝑑𝑢
∑𝑁𝑢
𝑙=1

𝜏a,�̄�(𝑙)
𝑚𝑢

( �̂�𝑢(𝑙)𝜏a,�̄�(𝑙)
𝑚𝑢

− ̇̄𝑢(𝑙)
)]

̇̃𝜎𝑣 = −𝛾𝑣
[ 𝜏a,�̄� ̃̄𝑣
𝑚𝑣

+ 𝑑𝑣
∑𝑁𝑣
𝑙=1

𝜏a,�̄�(𝑙)
𝑚𝑣

( �̂�𝑣(𝑙)𝜏a,�̄�(𝑙)
𝑚𝑣

− ̇̄𝑣(𝑙)
)]

̇̃𝜎𝑟 = −𝛾𝑟
[ 𝜏a,𝑟𝑟
𝑚𝑟

+ 𝑑𝑟
∑𝑁𝑟
𝑙=1

𝜏a,𝑟(𝑙)
𝑚𝑟

( �̂�𝑟(𝑙)𝜏a,𝑟(𝑙)
𝑚𝑟

− �̇�(𝑙)
)]

(52)

here �̃�tot = �̂�tot − 𝑤tot , ̃̄𝑓 = [�̃� T
𝑢 𝜑𝑢(𝜁𝑢), �̃�

T
𝑣 𝜑𝑣(𝜁𝑣), �̃�

T
𝑟 𝜑𝑟(𝜁𝑟)]

T, 𝜀 =
𝜀𝑢, 𝜀𝑣, 𝜀𝑟]T. The states of the estimation subsystem 𝛴e consist of ̃̄𝜈, �̃�𝑖,
nd �̃�𝑖. The inputs of the estimation subsystem 𝛴e consist of 𝜀, 𝑊𝑖, and
𝑖. Choose

e =
1
2
̃̄𝜈T ̃̄𝜈 +

𝑣,𝑟
∑

𝑖=𝑢

1
2𝜌𝑖

�̃� T
𝑖 �̃�𝑖 +

𝑣,𝑟
∑

𝑖=𝑢

1
2𝛾𝑖

�̃�2𝑖 (53)

as a candidate Lyapunov function for the subsystem 𝛴e.
Taking the derivative of 𝑉e along (52), we have

�̇�e = − ̃̄𝜈T𝜅 ̃̄𝜈 + ̃̄𝜈T�̃�tot − ̃̄𝜈T𝜀 −
𝑣,𝑟
∑

𝑖=𝑢
𝑐𝑖�̃�

T
𝑖 �̂�𝑖 −

𝑣,𝑟
∑

𝑖=𝑢
𝑑𝑖�̃�𝑖 ̇̃𝜎𝑖

= − ̃̄𝜈T𝜅 ̃̄𝜈 + ̃̄𝜈T�̃�tot − ̃̄𝜈T𝜀 −
𝑣,𝑟
∑

𝑖=𝑢
𝑐𝑖�̃�

T
𝑖 (�̃�𝑖 +𝑊𝑖)

−
𝑣,𝑟
∑

𝑖=𝑢
𝑑𝑖�̃�𝑖[

𝑁𝑖
∑

𝑙=1

𝜏a,𝑖(𝑙)
𝑚𝑖

(
�̃�𝑖(𝑙)𝜏a,𝑖(𝑙)

𝑚𝑖
)].

(54)

Define �̃� = [�̃� T
𝑢 , �̃�

T
𝑣 , �̃�

T
𝑟 ]

T and �̃� = [�̃�𝑢, �̃�𝑣, �̃�𝑟]T, (54) can be
further put into

�̇�e ≤ − 𝜆min(𝜅)‖ ̃̄𝜈‖2 + ‖
̃̄𝜈‖‖�̃�tot‖ + ‖

̃̄𝜈‖‖𝜀‖ − 𝜆min(𝑐e)‖�̃� ‖

2

+ 𝜆max(𝑐e)‖�̃� ‖‖𝑊 ‖ − 𝜆min(𝑑e)𝑝e‖�̃�‖2
(55)

where 𝑊 = [𝑊 T
𝑢 ,𝑊

T
𝑣 ,𝑊

T
𝑟 ]

T, 𝜎 = [𝜎𝑢, 𝜎𝑣, 𝜎𝑟]T, 𝑐e = diag{𝑐𝑢, 𝑐𝑣, 𝑐𝑟},
𝑑e = diag{𝑑𝑢, 𝑑𝑣, 𝑑𝑟}, and 𝑝e = min(𝑁𝑖) min(𝜏2𝑖 (𝑙))∕max(𝑚2

𝑖 ).
Then, it follows that

�̇�e ≤ −𝑞e‖𝐸e‖
2 + ‖𝐸e‖‖𝑈e‖ (56)

where 𝑞e = min{𝜆min(𝜅), 𝜆min(𝑐e), 𝜆min(𝑑e)𝑝e}, 𝐸e = [‖ ̃̄𝜈‖, ‖�̃� ‖, ‖�̃�‖]T, and
𝑈e = [‖�̃�tot‖, ‖𝜀‖, 𝜆max(𝑐e)‖𝑊 ‖]T.

Since ‖𝐸e‖ ≥ 2‖𝑈e‖∕𝑞e makes �̇�e ≤ −𝑞e‖𝐸e‖
2∕2, the estimation sub-

system 𝛴e governed by (52) is input-to-state stable based on Definition
4.4 and Theorem 4.6 in Khalil (2015). Then, we can write the solution
of (56) ‖𝐸e‖(𝑡) for all 𝑡 > 𝑡0 as follows

‖𝐸e(𝑡)‖ ≤ −𝑒𝜅(𝑡−𝑡0)𝐸e(𝑡0) + 𝑔e( sup
𝑡0<𝜏<𝑡

‖𝑈e(𝜏)‖) (57)

Letting 𝑉 ∗
e = (1∕2)( ̃̄𝜈T ̃̄𝜈+

∑𝑣,𝑟
𝑖=𝑢 �̃�

T
𝑖 �̃�𝑖+

∑𝑣,𝑟
𝑖=𝑢 �̃�

2
𝑖 ) and 𝛷e = diag{1, 1∕𝜌𝑢,

1∕𝜌𝑣, 1∕𝜌𝑟, 1∕𝛾𝑢, 1∕𝛾𝑣, 1∕𝛾𝑟}, 𝑉e satisfies the following form

𝜆min(𝛷e)𝑉 ∗
e ≤ 𝑉e ≤ 𝜆max(𝛷e)𝑉 ∗

e .

Define ℎ1( ̃̄𝜈, �̃�𝑖, �̃�𝑖) = 𝜆min(𝛷e)𝑉 ∗
e and ℎ2( ̃̄𝜈, �̃�𝑖, �̃�𝑖) = 𝜆max(𝛷e)𝑉 ∗

e . By
using Theorem 4.6 in Khalil (2015), we have

𝑔e( sup
𝑡0<𝜏<𝑡

‖𝑈e‖(𝜏)) =
2
𝑞e
ℎ−11 ◦ℎ2( sup

𝑡0<𝜏<𝑡
‖𝑈e(𝜏)‖)

=
2
√

𝜆min(𝛷e)
√

sup ‖𝑈e(𝜏)‖.
(58)
𝑞e 𝜆max(𝛷e) 𝑡0<𝜏<𝑡
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Because ‖𝑈e‖ ≤ ‖�̃�tot‖+ ‖𝜀‖+ 𝜆max(𝑐e)‖𝑊 ‖, (57) can be further put
nto the following form based on (58)

𝐸e(𝑡)‖ ≤ 𝛽e(𝐸e(𝑡0), 𝑡 − 𝑡0) + 𝑔�̃�(‖�̃�tot‖) + 𝑔𝜀(‖𝜀‖)

+ 𝑔𝑊 (‖𝑊 ‖)
(59)

where 𝛽e(⋅) is a class  functions satisfying 𝛽e(𝑠) = −𝑒𝜅(𝑡−𝑡0)𝑠, and
𝑔�̃�(⋅), 𝑔𝜀(⋅), 𝑔𝑊 (⋅) are class  function satisfying 𝑔�̃�(𝑠) = 𝑔𝜀(𝑠) =
2
√

𝜆min(𝛷e)𝑠∕
√

𝜆max(𝛷e)𝑞e, 𝑔𝑊 (𝑠) = 2
√

𝜆min(𝛷e)𝜆max(𝑐e)𝑠∕
√

𝜆max(𝛷e)𝑞e.
Then, we consider the kinematics and path update subsystem. Let-

ing �̃�d = �̂�d −𝑊d, the dynamics of �̃�d is expressed by the following
form

̇̃𝑊d = −𝜌d

(

�̄�d�̄�
T
d �̃�d − �̄�d

𝛿d
𝜒d

)

(60)

where �̄�d = 𝜗d∕(1 + 𝜗Td𝜗d) and 𝜒d = 1 + 𝜗Td𝜗d.
The states of the kinematics and path update subsystem consist of

𝑧1, 𝑧d, and �̃�d. The error dynamics of this subsystem is expressed by
the following form

𝛴a ∶

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�̇�1 = −𝐾1𝑧1 + 𝜄1 + 𝑧2
�̇�d = 𝜔 − 𝑣s
̇̃𝑊d = −𝜌d

(

�̄�d�̄�Td �̃�d − �̄�d
𝛿d
𝜒d

)

(61)

where 𝜄1 = 𝜈a − 𝛼 denotes the filter error.
Choose

a =
1
2
�̃�T1 �̃�1 +

1
2𝜌d

�̃� T
d �̃�d + 𝐽d(𝑧d) (62)

as a candidate Lyapunov function for the subsystem 𝛴a.
Taking the derivative of 𝑉d along (61), we have

�̇�a = −𝑧T1𝐾1𝑧1 + �̃�T1 𝜄1 + �̃�
T
1𝑧2 − �̃�

T
d

(

�̄�d�̄�
T
d �̃�d − �̄�d

𝛿d
𝜒d

)

+ �̇�d(𝑧d). (63)

According to Lemma 1 in Ma et al. (2023), we can obtain

�̇�d(𝑧d) = ∇𝐽d(𝑧d)(𝜔 − 𝑣𝑠)

≤ −
∇𝐽 2

d (𝑧d)
4𝛱d

−
−𝑐‖ −𝐾1𝑧1 − 𝑘d𝜂𝜃𝑟 (𝜃)𝑧d‖

2

𝛱d
.

(64)

Define 𝑍1 = [‖𝑧1‖, |𝑧d|]T, and then (64) can be further put into

̇a ≤ −
𝜆min(𝑄d)
𝛱d

‖𝑍1‖
2 − ‖�̄�d‖

2
‖�̃�d‖ + ‖𝑧1‖(‖𝜄1‖ + ‖𝑧2‖)

+
‖

‖

‖

‖

‖

�̄�d
𝜒d

‖

‖

‖

‖

‖

‖�̃�d‖|𝛿d|
(65)

where 𝑄d =
[

(𝛱d + 𝑐d)𝜆min(𝐾1) −0.5(𝜆max(𝐾1)𝑘d‖𝜂𝜃𝑟 (𝜃)‖)
−0.5(𝜆max(𝐾1)𝑘d‖𝜂𝜃𝑟 (𝜃)‖) 𝑐d𝑘d‖𝜂𝜃𝑟 (𝜃)‖

]

.

Define 𝐸a = [‖𝑍1‖, ‖�̃�d‖]T. It follows that

�̇�a ≤ −𝑞a‖𝐸a‖
2 + ‖𝐸a‖

(

‖𝜄1‖ + ‖𝑧2‖ +
‖

‖

‖

‖

‖

�̄�d
𝜒d

‖

‖

‖

‖

‖

|𝛿d|

)

(66)

here 𝑞a = min{𝜆min(𝑄d)∕𝛱d, ‖�̄�d‖2}.
Since ‖𝐸a‖ ≥ 2

(

‖𝜄1‖ + ‖𝑧2‖ + ‖

‖

�̄�d∕𝜒d‖‖ |𝛿d|
)

∕𝑞a makes �̇�a ≤
−𝑞a‖𝐸a‖

2∕2, the subsystem 𝛴a governed by (61) is input-to-state stable
based on Definition 4.4 and Theorem 4.6 in Khalil (2015). Then, we can
obtain the solution of (66) ‖𝐸a‖(𝑡) for all 𝑡 > 𝑡0 as follows

𝐸a(𝑡)‖ ≤ −𝑒𝜅(𝑡−𝑡0)𝐸a(𝑡0) + 𝑔a( sup
𝑡0<𝜏<𝑡

𝑈a(𝜏)) (67)

here 𝑈a(𝜏) = ‖𝜄1(𝜏)‖ + ‖𝑧2(𝜏)‖ + ‖�̄�d∕𝜒d‖|𝛿d(𝜏)|.
Letting 𝑉 ∗

a = (1∕2)(�̃�T1 �̃�1 + �̃�
T
d �̃�d + 𝐽d(𝑧d)) and 𝛷d = diag{1, 1∕𝜌d, 2},

d satisfies the following form

∗ ∗
7

min(𝛷a)𝑉a ≤ 𝑉a ≤ 𝜆max(𝛷a)𝑉a .
Define ℎ1(𝑍1, �̃�d) = 𝜆min(𝛷d)𝑉 ∗
d and ℎ2(𝑍1, �̃�d) = 𝜆max(𝛷d)𝑉 ∗

d . By
sing Theorem 4.6 in Khalil (2015), we have

a( sup
𝑡0<𝜏<𝑡

𝑈d(𝜏)) =
2
𝑞a
ℎ−11 ◦ℎ2( sup

𝑡0<𝜏<𝑡
𝑈a(𝜏))

=
2
√

𝜆min(𝛷d)

𝑞a
√

𝜆max(𝛷d)
sup
𝑡0<𝜏<𝑡

𝑈a(𝜏).
(68)

Then, by using (68), (67) can be further put into

‖𝐸a(𝑡)‖ ≤ 𝛽a(𝐸a(𝑡0), 𝑡 − 𝑡0) + 𝑔𝜄1 (‖𝜄1‖) + 𝑔𝑧2 (‖𝑧2‖)

+ 𝑔𝛿d (|𝛿d|)
(69)

here 𝛽a(⋅) is a class  function satisfying 𝛽a(𝑠) = −𝑒𝜅(𝑡−𝑡0)𝑠, and
𝜄1 (⋅), 𝑔𝑧2 (⋅), and 𝑔𝛿d (⋅) are class  functions satisfying 𝑔𝜄1 (𝑠) = 𝑔𝑧2 (𝑠) =
√

𝜆min(𝛷a)𝑠∕
√

𝜆max(𝛷a)𝑞a, and 𝑔𝛿d (𝑠) = 2
√

𝜆min(𝛷a)‖�̄�d‖𝑠∕
√

𝜆max(𝛷a)|𝜒d|𝑞a.
Then, we consider the kinetics. The states of the kinetic subsystem

include �̂�2, �̃�a,𝑖 = 𝑊a,𝑖 − �̂�a,𝑖, and �̃�𝜈 = 𝑊𝜈 − �̂�𝜈 . The dynamics of �̃�a,𝑖
and �̃�𝜈 is given by
̇̃𝑊a,𝑖 = − ̇̂𝑊a,𝑖

= − 𝜌a,𝑖(𝜑a,𝑖𝜑
T
a,𝑖�̃�a,𝑖 − 𝐵a,1�̂�a,𝑖

−
𝜑a,𝑖

(1 + 𝜑T
a,𝑖𝜑a,𝑖)2

( 1
4
�̃� T

a,𝑖𝐷a,𝑖�̃�a,𝑖 + 𝛿𝑖)

+
𝜑a,𝑖

4(1 + 𝜑T
a,𝑖𝜑a,𝑖)2

�̂� T
a,𝑖𝐷a,𝑖�̂�a,𝑖)

(70)

̇̃
𝜈 = − ̇̂𝑊𝜈

= − 𝜌𝜈 (𝜑𝜈𝜑T
𝜈 �̃�𝜈 − 𝐵w,1�̂�𝜈

−
𝜑𝜈

(1 + 𝜑T
𝜈𝜑𝜈 )2

( 1
4𝜆𝜈

�̃� T
𝜈 𝐷w�̃�𝜈 + 𝛿𝑤)

+
𝜑𝜈

4𝜆𝜈 (1 + 𝜑T
𝜈𝜑𝜈 )2

�̂� T
𝜈 𝐷𝑤�̂�𝜈 ).

(71)

The dynamics of the kinetic subsystem can be expressed by the
following form

𝛴𝜈 ∶

⎧

⎪

⎪

⎨

⎪

⎪

⎩

̇̂𝑧2 =𝑀−1�̂�𝜏a + �̂�tot + ̂̄𝑓 − 𝜅 ̃̄𝜈 − 𝑣d𝑎
̇̃𝑊a,𝑖 = − ̇̂𝑊a,𝑖
̇̃𝑊𝜈 = − ̇̂𝑊𝜈

(72)

Choose

𝑉𝜈 =
�̄�,𝑟
∑

𝑖=�̄�

1
2𝜌a,𝑖

�̃� T
a,𝑖�̃�a,𝑖 +

1
2𝜌𝜈

�̃� T
𝜈 �̃�𝜈 + 𝐽𝜈 (�̂�2) (73)

as a candidate Lyapunov function for the subsystem 𝛴𝜈 .
Taking the derivative of 𝑉𝜈 along (72), we have

̇𝜈 = −
�̄�,𝑟
∑

𝑖=�̄�
�̃� T

a,𝑖
̇̂𝑊a,𝑖 − �̃� T

𝜈
̇̂𝑊𝜈 + �̇�𝜈(�̂�2). (74)

According to Lemma 1 in Ma et al. (2023), we can obtain that

̇d(𝑧d) = −∇𝐽T
𝜈 (�̂�2)𝐺(�̂�2)∇𝐽𝜈 (�̂�2) (75)

Then, it follows that
̇𝜈 ≤ − 𝜆min(𝑄𝜈 )‖�̂�2‖2 − (‖𝜑𝜈‖2 + 𝜆min(𝐵w))‖�̃�𝜈‖

2

−
�̄�,𝑟
∑

𝑖=�̄�
(‖𝜑a,𝑖‖

2 + 𝜆min(𝐵a,𝑖))‖�̃�a,𝑖‖
2

+
�̄�,𝑟
∑

𝑖=�̄�
‖�̃�a,𝑖‖(

1
2
𝑏a,𝑖𝜆max(𝐷a,𝑖)‖�̃�a,𝑖‖‖𝑊a,𝑖‖

+ 𝜆max(𝐵a,𝑖)‖𝑊a,𝑖‖ + 𝑏a,𝑖‖𝛿𝑖‖)

+ ‖�̃�𝜈‖(
1
2𝜆𝜈

𝑏𝜈𝜆max(𝐷w)‖�̃�𝜈‖‖𝑊𝜈‖

(76)
+ 𝜆max(𝐵𝜈 )‖𝑊𝜈‖ + 𝑏𝜈‖𝛿𝑤‖)
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√

𝑔

c

𝜈

where 𝑏a,𝑖 = ‖𝜑a,𝑖‖∕(1 + 𝜑T
a,𝑖𝜑a,𝑖)2 and 𝑏𝜈 = ‖𝜑𝜈‖∕(1 + 𝜑T

𝜈𝜑𝜈 )
2.

Define 𝐸𝜈 = [‖�̂�2‖, ‖�̃�a,�̄�‖, ‖�̃�a,�̄�‖, ‖�̃�a,𝑟‖, ‖�̃�𝜈‖]T, and one can fur-
ther put into

�̇�𝜈 ≤ − 𝑞𝜈‖𝐸𝜈‖2 + ‖𝐸𝜈‖
�̄�,𝑟
∑

𝑖=�̄�
(𝜆max(𝐵a,𝑖)‖𝑊a,𝑖‖ + 𝑏a,𝑖

× ‖𝛿𝑖‖) + ‖𝐸𝜈‖(𝜆max(𝐵𝜈)‖𝑊𝜈‖ + 𝑏𝜈‖𝛿𝑤‖)

(77)

where 𝑞𝜈 = min𝑖=�̄�,�̄�,𝑟{𝜆min(𝑄𝜈 ), (‖𝜑𝜈‖2 +𝜆min(𝐵w) − 𝑏𝜈𝜆max(𝐷w)𝑊 ∗
𝜈 ∕2𝜆𝜈 ),

(‖𝜑a,𝑖‖
2 + 𝜆min(𝐵a,𝑖) − 0.5𝑏a,𝑖𝜆max(𝐷a,𝑖)𝑊 ∗

a,𝑖)}. Appropriate parameters
should be chosen to make 𝑞𝜈 > 0.

Since ‖𝐸𝜈‖ ≥ 2(
∑�̄�,𝑟
𝑖=�̄�(𝜆max(𝐵a,𝑖)‖𝑊a,𝑖‖ + 𝑏a,𝑖‖𝛿𝑖‖) + (𝜆max(𝐵𝜈 )‖𝑊𝜈‖ +

𝑏𝜈‖𝛿𝑤‖))∕𝑞𝜈 makes �̇�𝜈 ≤ −𝑞𝜈‖𝐸𝜈‖2∕2, the subsystem 𝛴𝜈 governed by
(72) is input-to-state stable. Similar to subsystems 𝛴e and 𝛴a, letting
𝛷𝜈 = diag{1, 1∕𝜌a,�̄�, 1∕𝜌a,�̄�, 1∕𝜌a,𝑟, 1∕𝜌𝜈}, ‖𝐸𝜈 (𝑡)‖ satisfies

‖𝐸𝜈 (𝑡)‖ ≤ 𝛽𝜈 (𝐸𝜈 (𝑡0), 𝑡 − 𝑡0) +
�̄�,𝑟
∑

𝑖=�̄�
(𝑔𝑊a,𝑖

(‖𝑊a,𝑖‖) + 𝑔𝛿𝑖 (‖𝛿𝑖‖))

+ 𝑔𝑊𝜈
(‖𝑊𝜈‖) + 𝑔𝛿𝑤 (‖𝛿𝑤‖)

(78)

where 𝛽𝜈 (⋅) is a class  function, and 𝑔𝑊a,𝑖
(⋅), 𝑔𝛿𝑖 (⋅), 𝑔𝑊𝜈

(⋅), and
𝑔𝛿𝑤 (⋅) are class  functions satisfying 𝑔𝑊a,𝑖

(𝑠) = 2
√

𝜆min(𝛷𝜈 )𝜆max(𝐵a,𝑖)𝑠∕
𝜆max(𝛷𝜈 )𝑞𝜈 , 𝑔𝑊𝜈

(𝑠) = 2
√

𝜆min(𝛷𝜈)𝜆max(𝐵𝜈 )𝑠∕
√

𝜆max(𝛷𝜈 )𝑞𝜈 , 𝑔𝛿𝑖 (𝑠) =

𝛿𝑤 (𝑠) = 2𝑏𝜈
√

𝜆min(𝛷𝜈)𝑠∕
√

𝜆max(𝛷𝜈 )𝑞𝜈 .
At last, we consider the input-to-state stability property of the total

losed-loop system. At first, we have 𝑧2 = �̄�− 𝜈𝑎 = ̂̄𝜈− 𝜈𝑎+ �̄�− ̂̄𝜈 = �̂�2− ̃̄𝜈.
According to the property of class  function, (69) can be further put
into
‖𝐸a(𝑡)‖ ≤ 𝛽a(𝐸a(𝑡0), 𝑡 − 𝑡0) + 𝑔𝜄1 (‖𝜄1‖) + 𝑔𝑧2 (‖�̂�2 − ̃̄𝜈‖)

+ 𝑔𝛿d (|𝛿d|)

≤ 𝛽a(𝐸a(𝑡0), 𝑡 − 𝑡0) + 𝑔𝜄1 (‖𝜄1‖) + 𝑔𝑧2 (‖�̂�2‖)

+ 𝑔𝑧2 (‖ ̃̄𝜈‖) + 𝑔𝛿d (|𝛿d|).

(79)

�̂�2 and ̃̄𝜈 can be considered as two inputs of the subsystem 𝛴a.
Because ̃̄𝜈 is one of states of the subsystem 𝛴e and �̂�2 is one of states
of the subsystem 𝛴𝜈 , the total closed-loop system is a cascade system
based on Lemma C.4 in Krstic et al. (1995), which some states of
subsystems 𝛴e and 𝛴𝜈 are connected with the subsystem 𝛴a. Because
̃̄ ∈ 𝐸e and �̂�2 ∈ 𝐸𝜈 , (79) can be transformed into the following form
eventually

‖𝐸a(𝑡)‖ ≤ 𝛽a(𝐸a(𝑡0), 𝑡 − 𝑡0) + 𝑔𝜄1 (‖𝜄1‖) + 𝑔𝑧2◦[
�̄�,𝑟
∑

𝑖=�̄�
(𝑔𝑊a,𝑖

(‖𝑊a,𝑖‖)

+ 𝑔𝛿𝑖 (‖𝛿𝑖‖)) + 𝑔𝑊𝜈
(‖𝑊𝜈‖)

+ 𝑔𝛿𝑤 (‖𝛿𝑤‖)] + 𝑔𝑧2◦(𝑔�̃�(‖�̃�tot‖)

+ 𝑔𝜀(‖𝜀‖) + 𝑔𝑊 (‖𝑊 ‖)) + 𝑔𝛿d (|𝛿d|).

The proof is complete.

Remark 2. The noncooperative game can be regarded as an extension
of optimization. If there is only one player, the noncooperative game
can be viewed as the optimal control problem. For the noncooperative
game (11), the path update scheme 𝜔, as one player, aims to reduce the
payoff function 𝐽d(𝜔, 𝑧d) as far as possible, but the kinematic control
term 𝛼, as another player, is independent because it is employed to
achieve kinematic control task. If we only consider 𝜔 as a single player,
𝐽d(𝜔, 𝑧d) is the same as the optimal control problem. For the second
game (33), the actual control input 𝜏a, as one player, aims to achieve
the kinetic control task as far as possible, but the total disturbance 𝑤tot ,
as another player, aims to destroy the control task as far as possible.
If we only consider 𝜏a as a single player, 𝐽𝜈 (𝑧2, 𝜏a, 𝑤tot ) is same to the
optimal control problem.

Remark 3. Many algorithms for optimization problems can be em-
8

ployed to solve payoff functions of noncooperative games. Except for
ADP, there are other approaches to solve the payoff functions of
noncooperative games, such as policy iteration, Hamilton analysis, and
neurodynamic optimization.

5. Simulation example

We give a series of simulation results to show the effectiveness of
the robust adaptive fault-tolerant path maneuvering control method.
Internal parameters of the ASV considered herein can be referred
to Fossen (2011). The simulation scenario is considered to occur in
Siyuan Lake, Shanghai.

We let simulation parameters to be 𝐾1 = diag{0.2, 0.2, 0.2}, 𝛾𝑎 = 4,
𝛽𝑎,1 = 1, 𝛽𝑎,2 = 2, 𝑐d = 50, 𝑘d = 50, 𝜌d = 0.02, 𝜅 = diag{210, 210, 210},
𝜌𝑢 = 𝜌𝑣 = 𝜌𝑟 = 1000, 𝑐𝑢 = 𝑐𝑣 = 𝑐𝑟 = 0.00005, 𝛾𝑢 = 𝛾𝑣 = 0.08, 𝛾𝑟 = 0.003,
𝑑𝑢 = 𝑑𝑣 = 0.008, 𝑑𝑟 = 0.00005, 𝑁𝜎 = 500; 𝑄𝜈 = diag{0.2, 0.2, 0.2}, 𝑄a =
diag{0.01, 0.01, 0.01}, 𝑄w = diag{0.01, 0.01, 0.01}, 𝜌a,𝑢 = 𝜌a,𝑣 = 𝜌a,𝑟 = 0.03,
𝜌w = 0.001, 𝐵a,𝑢 = 𝐵a,𝑣 = 𝐵a,𝑟 = 𝐵w = diag{0.0002, 0.0002, 0.0002},
𝜎d(𝜁d) = [𝑧21,𝑥, 𝑧

2
1,𝑦, 𝑧

2
1,𝜑, 𝜃

2, 𝑧1,𝑦𝜃, 𝑧1,𝜑𝜃, 𝑧1,𝑟𝜃]T, 𝜎𝜈 (𝜁𝜈 ) = [𝑧T1𝑧1, 𝑧
T
1𝑧2,

𝑧T2𝑧2]
T. The virtual leader is driven to moving along a desired parame-

terized path 𝜂𝑟(𝜃) = [80 cos(𝜃),−80 sin(𝜃),−𝜃]T with 𝑣𝑠 = 0.015. The fault
considered herein is settled as follows
{

𝜎 = diag{0.19, 0.185, 0.4}, 𝜏 = [1, 1, 0.01]T, 𝑡 ∈ [5, 60]
𝜎 = diag{0.65, 0.72, 0.77}, 𝜏 = [1, 1, 0.01], 𝑡 ∈ [180,+∞)

At first, the proposed fault-tolerant control law will be compared
with an existing kinetic control law for path maneuvering in Zhang
et al. (2021) to show the necessity of the fault-tolerant control mecha-
nism. The compared controller consists of a concurrent learning-based
neural predictor (28), (29) and (30), kinematic control law (8), tracking
differentiator (9), and the following kinetic control law

𝜏a = −𝐾2𝑧2 − ̂̄𝑓 + 𝑣da

where 𝐾2 ∈ R3×3 denotes a control gain in the kinetics level. In the
simulation, we let 𝐾2 = diag{5, 5, 5}.

Simulation results are depicted in the following figures. The output
trajectory of the ASV is shown in Fig. 4. The path maneuvering error
at the kinematic level is shown in Fig. 5. As shown in Figs. 4 and 5,
although the ASV is subject to unexpected fault, the geometric objective
of path maneuvering can be achieved by using the proposed control
method. Fig. 6 depicts the comparisons of output trajectories using
the proposed method and the compared kinetic control law in Zhang
et al. (2021). Although the compared method in Zhang et al. (2021) can
maintain stable control during the fault occurring, the ASV cannot track
the desired heading angle. The disordered heading angle is dangerous
in practical applications. Fig. 7 depicts the actual control input. The
evolution of the path variable is given in Fig. 8, and it is shown that
the proposed method can fulfill the dynamic objective of path maneu-
vering. The learning profile of the neural network using the proposed
method is shown in Fig. 9, and the identification of unknown fault
coefficients is shown in Fig. 10. It can be observed that the learning
profile of the neural network is only slightly affected by the unexpected
fault because the proposed method can estimate fault coefficients.

Then, the proposed fault-tolerant control law will be compared
with an existing adaptive fault-tolerant kinetic control law for path
maneuvering in Lu et al. (2021) to show the efficacy of the proposed
method. The compared controller consists of a concurrent learning-
based neural predictor (28), (29), and (30), kinematic control law (8),
tracking differentiator (9) and the following kinetic control law

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜏𝑖 = −𝐵𝑖(�̂�𝑖𝛹𝑖 + 𝑘2,𝑖)𝑧2,𝑖, 𝑖 = �̄�, �̄�, 𝑟
̇̂𝜆𝑖 = 𝛤�̂�,𝑖[𝛹𝑖𝑧

2
2,𝑖 − 𝑑𝑖(�̂�𝑖 − �̂�𝑖(0))]

𝛹𝑖 =
‖𝜑𝑖(𝜁𝑖)‖2+1+|𝑣a,𝑖|2

2𝑏2

where [𝑧2,�̄�, 𝑧2,�̄�, 𝑧2,𝑟]T = 𝑧2, [𝑣a,�̄�, 𝑣a,�̄�, 𝑣a,𝑟]T = 𝑣a, diag{𝑘2,�̄�, 𝑘2,�̄�, 𝑘2,𝑟} ∈
R3×3 denotes a control gain in the kinetics level, 𝐵 ∈ R+ is a parameter
𝑖
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Fig. 4. Output trajectories of the ASV using the proposed method.

Fig. 5. Kinematic tracking error of the ASV using the proposed method.

related to the fault and can be determined by satisfying Assumption 4
in Lu et al. (2021), 𝛤�̂�,𝑖 ∈ R+ denotes a adaptation gain for �̂�𝑖, and
𝑑𝑖 ∈ R+ and 𝑏2 ∈ R+ denote tuning parameters. In the simulation, we
let 𝐵�̄� = 𝐵�̄� = 15, 𝐵𝑟 = 50, 𝐵�̄� = 𝐵�̄� = 10, 𝐵𝑟 = 15, 𝛤�̂�,�̄� = 𝛤�̂�,�̄� = 𝛤�̂�,𝑟 = 20,
𝑑�̄� = 𝑑�̄� = 𝑑𝑟 = 0.005, 𝑏2 = 0.4.

Fig. 11 depicts the comparisons of output trajectories using the
proposed method and the compared kinetic control law in Lu et al.
(2021). Compared with the control method without fault tolerance
in Zhang et al. (2021), it can be observed from Figs. 6 and 11 that the
control method in Lu et al. (2021) is able to fault tolerance. However,
the performance of the proposed control method is better than the
compared method in Lu et al. (2021). Besides, the proposed method
does not need Assumption 4 in Lu et al. (2021).

6. Conclusions

A robust adaptive fault-tolerant control method for path maneu-
vering of the ASV was presented based on a noncooperative game
approach in this paper. Two noncooperative game scenarios were
considered. The kinematic control and the path update constituted a
noncooperative game, and the kinetic control and the unexpected total
disturbances also constituted a noncooperative game. The kinematic
control law was developed by utilizing an improved dynamic surface
control approach. The path update law and the kinetic control law
9

Fig. 6. Comparisons of output trajectories between two methods.

Fig. 7. Actual control input of the ASV using the proposed method.

Fig. 8. Evolution of path variable using the proposed method.
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Fig. 9. Learning profile of neural network using the proposed method.

Fig. 10. Identification of unknown fault coefficients using the proposed method.

Fig. 11. Comparisons of output trajectories between two methods.
10
were calculated by using an adaptive dynamic programming approach.
Besides, an improved neural predictor was employed as the approxi-
mator at the kinetic level. The stability of the closed-loop system was
analyzed. The proposed control method was validated on simulation
examples. The proposed method could drive the ASV to track the
parameterized path regardless of actuator faults, which validated the
proposed robust adaptive fault-tolerant path maneuvering controller.
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