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Abstract—This paper investigates a noncooperative game-
based cooperative maneuvering problem of multiple intelligent
surface vehicles (ISVs) subject to uncertain nonlinearities and
external disturbances. There exists a conflict between the overall
objective of the swarm and own parameterized individual tasks
of each ISV, resulting in a noncooperative game. A distributed
cooperative maneuvering control method is proposed for multiple
ISVs. Specifically, at first, action estimators are designed for
each ISV based on the information of neighboring ISVs to
estimate the actions of other ISVs. Then, an accelerated learning-
based neural predictor is designed, where an echo state network
is introduced as the identifier of uncertain nonlinearities, and
adaptation laws are developed based on a high-order tuner to
accelerate the convergence rate. Finally, controllers and update
laws of individual variables are designed for multiple ISVs based
on a distributed Nash equilibrium seeking approach, where the
time derivative of the kinematic control law is obtained based on
a nonlinear command filter. The control architecture is modular,
leading to a decoupling of an action estimator module, a neural
predictor module, and a controller module. Using the cascade
system theory, the input-to-state stability of the resulting closed-
loop system is guaranteed based on the input-to-state stability of
three subsystems. A simulation example is provided to validate
the effectiveness of the proposed noncooperative game-based
distributed cooperative maneuvering control method.

Index Terms—Intelligent surface vehicles, noncooperative
game, cooperative maneuvering, Nash equilibrium seeking, ac-
celerated learning-based neural predictor

I. INTRODUCTION

INTELLIGENT surface vehicle (ISV), as an autonomous
marine planform, is one of the intelligent vehicles family

members [1]–[3]. Over the past two decades, advances on
distributed cooperative control of multiple ISVs have provided
efficient solutions for carrying out various maritime tasks,
such as escorting, joint maritime rescuing, and water-quality
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sampling [4]–[7]. According to the guidance, the primary dis-
tributed cooperative control methods can be divided into time-
related trajectories-guided tracking methods [8]–[11], moving
targets-guided tracking methods [12]–[14], and parameterized
paths-guided maneuvering methods [15]–[28].

Distributed cooperative maneuvering (also named cooper-
ative path following in some literatures) of multiple ISVs
guided by parameterized paths consists of two tasks [15],
[16]. One is to develop controllers to drive these ISVs to
achieve a coordinated motion guided by several parameterized
paths and also known as a geometric task. Another one is
to develop update laws for leader parameters to satisfy the
desired assignments relating to time, velocity, or accelerate
along these parameterized paths and also known as a dynamic
task. In general, the geometric task has a higher priority
than the dynamic task. In [17], [18], multiple parameterized
paths-guided containment maneuvering problem is investi-
gated for the ISVs swarm subject to unmodeled dynamics
based on a state-feedback control scheme [17] and an output-
feedback control scheme [18] separately. In [19], a path
variable synchronization method is proposed for cooperative
maneuvering of multiple surface vessels. In [20], a fuzzy
adaptive controller is developed for distributed cooperative ma-
neuvering of autonomous surface vehicles, where a command
governor is designed by using a neural-dynamics optimization
approach. On the basis of these methods in [17]–[20], many
cooperative maneuvering control methods are proposed, such
as event-triggered cooperative maneuvering [21], [22], data-
driven adaptive cooperative maneuvering [22], [23], deep
reenforcement learning-based cooperative maneuvering [24],
vector field-based cooperative maneuvering [25], constraint
cooperative maneuvering [26], and collision-free cooperative
maneuvering [27], [28]. It should be noted that the above con-
trol methods [15]–[28] on distributed cooperative maneuvering
of multiple ISVs focus on achieving the coordinated motion
and formation configuration. During cooperative maneuvering,
the desired motion or formation is the overall objective and can
be implemented by developing appropriate control methods.
However, in some practical applications, there may be not only
the overall objective but also individual tasks for each ISV.
The individual task of each ISV is usually independent of the
overall objective. In general, the individual task may be private
and cannot be accessed by other neighbors, resulting in the
noncooperation of the swarm. In the marine search, multiple
ISVs are guided by several parameterized paths to achieve
a coordinated coverage. But due to the difference sub-tasks,
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multiple ISVs may have the differences of moving position,
velocity, and acceleration. These differences are private. It is
challenging to develop distributed cooperative maneuvering
controllers for the noncooperative ISVs swarm.

Noncooperative game theory is one of efficient tools to
address the conflicts between the overall objective and the indi-
vidual tasks [29]–[32]. In noncooperative games, all members
in the swarm can be regarded as players. The payoff functions
of each player are determined by the actions of the player as
well as other players. During gaming, the payoff functions
of each player are minimized based on its own actions,
rather than the actions of all players. Recently, some Nash
equilibrium seeking approaches are proposed for distributed
equilibrium seeking by using the leader-following consensus
protocol [29]–[31]. These works in [29]–[31] focus mainly
on the numerical systems, and naturally extend to multiple
ISVs [33], [34]. In [33], robust formation tracking of multiple
ISVs with individual tasks is investigated, and the control
objectives are transformed into a noncooperative game. In
[34], a local noncooperative game-based placement problem
is investigated for multiple ISVs under the quantized commu-
nication. These methods in [33], [34] are applicable to address
the noncooperative game of multiple ISVs with respect to
static or time-varying individual tasks. Noncooperative game-
based cooperative maneuvering problem of multiple ISVs with
parameterized individual tasks is still open.

Besides, there exist uncertain nonlinearities in the model of
ISVs. In [15]–[20], adaptive identifiers are developed based
on neural networks or fuzzy logic systems to approximate the
uncertain nonlinearities. The adaptation laws in these methods
[15]–[20] are developed by using a gradient descent method,
where the convergence rate is influenced by many factors, such
as initial conditions and persistency of excitation. Recently,
an accelerated learning approach is developed based on the
high-order tuner [35]–[37]. The accelerated learning-based
adaptation has a higher convergence rate than the gradient-
based adaptation, and thus the approximating speed of the
adaptive identifier can be accelerated.

Motivated by the above observations mentioned, this paper
is to develop a control method by using a distributed Nash
equilibrium seeking approach for noncooperative game-based
distributed cooperative maneuvering of multiple ASVs subject
to uncertain nonlinearities and external disturbances. The
proposed method is based on a modular design, consisting
of consensus protocol-based action estimators, accelerated
learning-based neural predictors, kinetic and kinematic control
laws, and update laws of individual parameters. Compared
with the existing control methods in [15]–[28], [33], [34], the
main contributions of this paper can be concluded as follows

• In contrast to the cooperative maneuvering control meth-
ods in [15]–[28] proposed for multiple ISVs only with the
overall objective, the cooperative maneuvering problem
considered herein is with both the overall objective and
individual tasks. A distributed cooperative maneuvering
control method is proposed based on a distributed Nash
equilibrium seeking approach to address the noncoop-
erative game caused by the conflicts among different
individual tasks.

• In contrast to the noncooperative game considered in
[33], [34] with static or time-varying individual tasks,
a noncooperative game-based cooperative maneuvering
problem with parameterized individual tasks is investi-
gated in this paper, where an individual parameter is
introduced for each ISV as an additional degree of
freedom. Especially, the noncooperative game considered
herein can be regarded as a normal case of [33], [34].

• In contrast to the neural network-based or fuzzy logic
system-based identifiers developed in [15]–[20] using a
gradient descent adaptation, an accelerated learning-based
neural predictor is constructed herein based on an echo
state network and a high-order tuner approach, leading to
a higher convergence rate.

The outline of this paper is as follows. Some preliminaries
and the problem formulation are introduced in Section II.
Section III presents the main design process of the control
method for noncooperative game-based cooperative maneu-
vering. Section IV provides the main theoretical results. An
application is introduced in Section V. The conclusions are
formulated in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Notations
We use Rn and R+ to denote the n-dimensional Euclidean

space and the positive real space respectively. k·k and k·kF are
introduced to denote the Euclidean norm of a vector and the
Frobenius norm of a matrix respectively. �min(·) and �max(·)
are introduced to denote the minimum value and the maximum
value of a matrix respectively. In represents an n-dimensional
identity matrix. 0n represents an n-dimensional 0-vector. ⌦
represents the Kronecker product.

B. Noncooperative game
The swarm of ISVs considered in this paper is composed

of M ISVs. In the distributed noncooperative game, the above
M ISVs can be regraded as M players. Players receive actions
from their neighbors by the distributed communication, which
the topology can be described by using an undirected graph
G = (N ,V, E ,A). N = {1, ...,M} stands for the set of
players. V = (n1, ..., nM ) stands for a vertex set with ni

denoting the ith node. " = {(ni, nj) 2 V ⇥ V} stands for
an edge set with (ni, nj) 2 " being an action access from
the jth player to the ith player. A = [ai,j ] 2 RM⇥M denotes
an adjacency matrix, where ai,j = 1 means (ni, nj) 2 E
and ai,j = 0 means (ni, nj) /2 E . Furthermore, a Laplacian
matrix of G is defined as L 2 RM⇥M := D � A, where
D = diag{d1, ..., dM} with di =

P
j2Ni

ai,j denotes a degree
matrix and Ni = {j|(ni, nj) 2 E} denotes a neighbor set of
the ith player.

For a game objective of the ith player, a payoff function
is defined as Ji(u) : RMm ! R with u = [uT

1 , ...,u
T
M ]T

and m being the dimension of the action ui. The payoff
function Ji(u) could be minimized by adjusting the action
ui. It is assumed that the payoff functions of all players could
be minimized spontaneously, such that

Ji(ui,u
⇤
�i) � Ji(u

⇤
i ,u

⇤
�i),
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where u
⇤
i 2 Rm is a solution of the distributed noncooperative

game and also called as a Nash equilibrium solution, and
u
⇤
�i = [u⇤T

1 , ...,u⇤T
i�1,u

⇤T
i+1, ...,u

⇤T
M ]T 2 R(M�1)m. It is noted

that there exists at least one Nash equilibrium solution in
the distributed noncooperative game if Ji(u) is convex and
continuous differentiable. Nash equilibrium u

⇤
i 2 Rm satisfies

@Ji(u)/u⇤
i = 0m.

Definition 1. [38] An action profile, as a Nash equilibrium,
means that no player can reduce its payoff by unilaterally
changing its own action. That is, an action profile u

⇤ =
[u⇤T

1 , ...,u⇤T
M ]T is the Nash equilibrium if all players satisfies

Ji(ui,u⇤
�i) � Ji(u⇤

i ,u
⇤
�i).

C. Problem formulation

Consider the following kinematics of the ith ISV as
8
>>><

>>>:

⌘̇i = R( i)⌫i, i = 1, ...,M

Ri =

2

64
cos( i) � sin( i) 0

sin( i) cos( i) 0

0 0 1

3

75
(1)

and the following kinetics of the ith ISV as

M i⌫̇i = ⌧ i + f i(⌫i) +wi(t) (2)

where ⌘i = [xi, yi, i]T 2 R3 is a vector consisting of
positions and the heading angle in the earth-fixed coordinate
system, ⌫i = [ui, vi, ri]T 2 R3 denotes a vector consisting
of the surge, sway, and yaw velocities in the body-fixed
coordinate system, M i 2 R3⇥3 is a diagonal inertia matrix,
f i(⌫i) 2 R3 denotes an unknown nonlinear terms affected
by Coriolis and centripetal forces, hydrodynamics, unknown
damping, and unmodeled dynamics, ⌧ i 2 R3 represents a
vector consisting of control torques and moment, and wi(t) 2
R3 is a bounded environmental disturbance. Two different
coordinate systems are shown in Fig. 1.

EX

EY

BX

BY

iψ

iυ
iu

ir

Fig. 1: Two coordinate systems (XE � YE : Earth-fixed coor-
dinate system; XB � YB : Body-fixed coordinate system)

If there exists the Nash equilibrium in the distributed
noncooperative game, a Nash equilibrium seeking strategy
can be developed. Different from the existing works in [33],
[34], the distributed noncooperative game considered herein
is constructed based on cooperative maneuvering, where the

payoff function herein is designed by using additional param-
eterized individual objectives. This paper is to develop a Nash
equilibrium seeking strategy-based cooperative maneuvering
controller for each player to achieve the following two tasks

• Geometric Task: The output ⌘i is regarded as an action
of the ith player. Each player is driven to minimize a
quadratic payoff function as follows

min
MX

i=1

Ji,1(⌘,⌘r,i(✓i)) (3)

where ⌘ = [⌘T
1 , ...,⌘

T
M ]T 2 R3M , ⌘r,i(✓i) 2 R3 denotes

a parameterized individual objective, and ✓i 2 R denotes
an individual parameter of the ith player satisfying ✓̇i =
⌧p,i with ⌧p,i is a to-be-designed parameter update law.
Letting gi,1(⌘) = @Ji,1(⌘,⌘r,i(✓i))/@⌘i, any Nash Equi-
libriums ⌘⇤ satisfy

gi,1(⌘
⇤) = 03 (4)

where ⌘⇤ = [⌘⇤T
1 , ...,⌘⇤T

M ]T 2 R3M .
• Dynamic Task: The individual parameter ✓i is regarded

as an action of the ith player. Each player is driven to
minimize a quadratic payoff function as follows

min
MX

i=1

Ji,2(✓) (5)

where ✓ = [✓1, ..., ✓M ]T 2 RM .
Letting gi,2(✓) = @Ji,2(✓)/@✓i, any Nash equilibriums
✓
⇤ satisfy

gi,2(✓
⇤) = 0 (6)

where ✓⇤ = [✓⇤1 , ..., ✓
⇤
M ]T 2 RM .

Assumption 1. The communication topology among players
is undirected and connected.

Assumption 2. [29] For all i 2 N , there exists at least
one Nash equilibrium ⌘

⇤ and ✓⇤ satisfying the following two
conditions

@Ji,1(⌘⇤,⌘r,i(✓i))

@⌘i

= 0,
@2Ji,1(⌘⇤,⌘r,i(✓i))

@⌘2
i

< 0 (7)

and
@Ji,2(✓

⇤)

@✓i
= 0,

@2Ji,2(✓
⇤)

@✓2i
< 0. (8)

Assumption 3. [32], [39], [40] There exists a constant %l 2
R+ such that

kgi(a)� gi(b)k  %lka� bk

holds for any a, b 2 Rm.
Remark 1. When mixed actions are allowed, there exists at

least one Nash equilibrium if each noncooperative game with a
finite number of players in which each player can choose from
finitely many actions. This property can be proved by Brouw-
er’s fixed-point theorem and Kakutani’s fixed-point theorem.
Furthermore, Ref. [29] has proved that when Assumption 2 is
satisfied for the noncooperative game with quadratic payoff
functions, the Nash equilibrium solution of the considered
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noncooperative game is unique. Quadratic payoff functions
can be used to describe many cooperative behaviors [29], [41],
such as formation, flocking, and surrounding.

Remark 2. Recently, many cooperative maneuvering con-
trol methods [15]–[28] are proposed from different angles,
such as leader properties, limited resources, intelligent meth-
ods, and collision avoidance. These methods [15]–[28] are
developed to achieve the desired motion or formation, where
is as the overall objective considered in the noncooperative
game-based cooperative maneuvering. But, noncooperative
individual tasks are not considered in these results.

III. NASH EQUILIBRIUM SEEKING STRATEGY-BASED
COOPERATIVE MANEUVERING CONTROLLER DESIGN

A. Action estimators based on the consensus protocol

In the distributed noncooperative game, the player is unable
to obtain the actions of the non-neighboring players directly.
Accordingly, distributed action estimators can be introduced to
estimate the actions of other non-neighboring players by using
the information from its neighboring players. The following
distributed action estimator is developed to estimate the action
⌘j based on a consensus protocol in [29] as

˙̂⌘i,j = �µi,j [
X

k2Ni

ai,k(⌘̂i,j � ⌘̂k,j) + ai,j(⌘̂i,j � ⌘j)] (9)

where µi,j 2 R3⇥3 denotes a positive definite tuning param-
eter matrix, ⌘̂i,j 2 R3 denotes an estimated action of the
ith player, ⌘̂k,j 2 R3 denotes an estimated action of the kth
player, Ni is the neighbor set of the ith player, and ai,k and
ai,j are adjacency weights defined in Section II.

Similarly, a distributed action estimator is developed to
estimate the action ✓j as follows

˙̂✓i,j = �i,j [
X

k2Ni

ai,k(✓̂i,j � ✓̂k,j) + ai,j(✓̂i,j � ✓j)] (10)

where i,j 2 R+ denotes a tuning parameter, ✓̂i,j 2 R denotes
an estimated action of the ith player, ✓̂k,j 2 R denotes an
estimated action of the kth player.

Define ⌘̂i = [⌘̂T
i,1, ..., ⌘̂

T
i,M ]T 2 R3M and ⌘ =

[⌘T
1 , ...,⌘

T
M ]T 2 R3M , and one yields that

˙̂⌘i = �µi[
X

k2Ni

ai,k(⌘̂i � ⌘̂k) + (⇤i ⌦ I3)(⌘̂i � ⌘)] (11)

where µi = diag{µi,1, ...,µi,M} 2 R3M⇥3M and ⇤i =
diag{ai,1, ..., ai,M} 2 RM⇥M .

Define ✓̂i = [✓̂i,1, ..., ✓̂i,M ]T 2 RM and ✓ =
[✓T1 , ..., ✓

T
M ]T 2 RM , and it follows that

˙̂✓i = �i[
MX

k=1

ai,k(✓̂i � ✓̂k) +⇤i(✓̂i � ✓)] (12)

where i = diag{i,1, ...,i,M} 2 RM⇥M .
Define ⌘̃ = ⌘̂�1M ⌦⌘ with ⌘̂ = [⌘̂T

1 , ..., ⌘̂
T
M ]T 2 R3MM .

The dynamics of ⌘̃ is given by

˙̃⌘ = �µ(H ⌦ I3)⌘̃ � 1M ⌦ ⌘̇ (13)

where µ = diag{µ1, ...,µM} 2 R3MM⇥3MM and H = L⌦
IM +⇤ with ⇤ = diag{⇤1, ...,⇤M} 2 RMM⇥MM .

Define ✓̃ = ✓̂ � 1M ⌦ ✓ with ✓̂ = [✓̂
T

1 , ..., ✓̂
T

M ]T 2 RMM .
The dynamics of ✓̃ is given by

˙̃
✓ = �H✓̃ � 1M ⌦ ✓̇ (14)

where  = diag{1, ...,M} 2 RM⇥M .
At last, the dynamics of the subsystem consisting of ⌘̃ and

✓̃ is given by the following form
(
˙̃⌘ = �µ(H ⌦ I3)⌘̃ � 1M ⌦ ⌘̇
˙̃
✓ = �H✓̃ � 1M ⌦ ✓̇.

(15)

B. Neural predictors based on accelerated learning
In this subsection, a neural predictor is proposed based on

the accelerated learning approach. At first, recall the kinetics
of the ith ISV as follows

⌫̇i = F i(⌫i, t) +M
�1
i ⌧ i (16)

where F i(⌫i, t) = f i(⌫i) +wi(t).
Because F i(·) is an uncertain nonlinear term, the following

echo state network is introduced to approximate this term [42]

F i(·) = W
⇤T
i Xi + "i (17)

where W
⇤
i 2 Rm⇥3 is the ideal output weights matrix of echo

state network with m being the dimensional of the reservoir
Xi 2 Rm and "i 2 R3 denotes an approximation error
satisfying k"ik  "⇤i with "⇤i 2 R+. The dynamics of Xi

is given as follows

Ẋi = ci(�biXi + �(W ⇠,i⇠i +WX,iXi))

where ci 2 R+ is a time constant, bi 2 R+ is a leaking decay
rate, ⇠i = [⌫T

i (t),⌫
T
i (t�td),uT

i (t)]
T 2 R9 is the input vector

of the echo state network with td 2 R+ being a sampling
interval, �(·) : R9 ! Rm being an activation function, and
W ⇠,i 2 Rm⇥9 and WX,i 2 Rm⇥m denote the input matrix
and the internal matrix of the echo state network respectively.

Then, we can construct the following neural predictor for
the kinetics (16)

˙̂⌫i = M
�1
i ⌧ i +W

T
i Xi � (Ki,2 + ⇢i)(⌫̂i � ⌫i) (18)

where ⌫̂i 2 R3 denotes an estimation of ⌫i, Ki,2 2 R3⇥3 is a
positive definite control gain, and ⇢i 2 R3⇥3 denotes a tuning
parameter matrix.

An adaptation law is designed for W ⇤
i by using a high-order

tuner as follows(
⇥̇i = � �i

Ti
Xie

T
i (⌫̂i,⌫i)

Ẇ i = ��i(W i �⇥i)
(19)

where ei(⌫̂i,⌫i) = ˙̃⌫i + (Ki,2 + ⇢i)⌫̃i with ⌫̃i = ⌫̂i � ⌫i,
Ti = 1 + kXik2, and �i 2 R+ and �i 2 R+ are tuning
parameters.

The dynamics of the subsystem consisting of ⌫̃i, ⇥i, and
W i is given by the following form

8
><

>:

˙̃⌫i = W̃
T

i Xi � "i � (Ki,2 + ⇢i)⌫̃i

⇥̇i = � �i
Ti
Xie

T
i (⌫̂i,⌫i)

Ẇ i = ��i(W i �⇥i).

(20)
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where W̃ i = W i �W
⇤
i .

Remark 3. Echo state network is a class of recurrent
neural networks. The hidden layer of the echo state network
is sparsely connected. The connectivity and weights of hidden
neurons are fixed and randomly assigned. Compared with the
single-hidden neural network used in [43], the input weights
of the echo state network are fixed, and the training of the
input weights is not required. Compared with the fuzzy logic
systems used in [14] and the RBF neural network used in [8],
[10], [22], the echo state network has fewer tuning parameters.
But, it should be noted that there is no significant difference
in the approximation accuracy of these intelligent methods.

Remark 4. The meaning of acceleration considered herein
is to speed up the convergence rate of the adaptive approx-
imation. The convergence rate is a measure of how fast the
difference between the solution point and its estimates goes
to a minimum. Ref. [36], [37] developed a class of high-
order tuner as the accelerated learning approach and also
analyzed that the convergence rate of the high-order tuner-
based adaptation is faster than the convergence rate of the
gradient descent-based adaptation for discrete systems. Based
on this merit, an accelerated learning-based neural predictor
is designed for ISVs by using the high-order tuner.

C. Cooperative maneuvering controllers based on Nash equi-
librium seeking

In this subsection, based on the previous action estimators
and accelerated learning-based neural predictors, a controller is
designed for the ith ISV by using a Nash equilibrium seeking
approach, consisting of a kinematic control law, a kinetic
control law, and an update law for the individual parameter.

Step 1. Define a kinematic error zi,1 = R
T( i)(⌘i � ⌘̄i),

where

˙̄⌘i = �⌘,igi,1(⌘̂) (21)

is a Nash equilibrium seeking strategy with �⌘,i 2 R3⇥3 being
a gain matrix. The dynamics of zi,1 is given by

żi,1 = Ṙ
T
( i)(⌘i � ⌘̄i) + ⌫i �R

T( i) ˙̄⌘i. (22)

To stabilize (22), the following kinematic control law can
be constructed as follows

↵i = �Ki,1zi,1 � Ṙ
T
( i)(⌘i � ⌘̄i) +R

T( i) ˙̄⌘i (23)

where Ki,1 = diag{kx,i, ky,i, k ,i} 2 R3⇥3 with kx,i 2 R+,
ky,i 2 R+, and k ,i 2 R+ being control gains.

Define ↵f,i 2 R3 as an estimated signal of ↵i and ↵d
f,i 2 R3

as an estimated signal of ↵̇i, a nonlinear command filter is
introduced as follows [44]

(
↵̇f,i = �⇣i,1sig

1
2 (↵f,i �↵i) +↵d

f,i

↵̇
d
f,i = �⇣i,2sig0(↵d

f,i � ↵̇f,i)
(24)

where ⇣i,1 2 R3⇥3 and ⇣i,2 2 R3⇥3 are the positive
definite diagonal coefficient matrices. According to the sta-
bility conclusion in [44], the command filter (24) is finite-
time stable and satisfying k↵f,i � ↵ik  ↵̄i 2 R+ and
k↵d

f,i � ↵̇ik  ↵̄d
i 2 R+.

Step 2. Define a kinetic error ẑi,2 = ⌫i � ↵f,i, and the
dynamics of ẑi,2 is given by

˙̂zi,2 = M
�1
i ⌧ i +W

T
i Xi � (Ki,2 + ⇢i)⌫̃i �↵d

f,i. (25)

To stabilize (25) and the total closed-loop system, the
following kinetic control law is chosen as follows

ui = M i(�Ki,2zi,2 �W
T
i Xi +↵

d
f,i)� zi,1 (26)

where Ki,2 = diag{ku,i, kv,i, kr,i} 2 R3⇥3 with ku,i 2 R+,
kv,i 2 R+, and kr,i 2 R+ being control gains.

Step 3. Define a parameter error zi,3 = ✓i � ✓̄i, where
˙̄✓i = �✓,igi,2(✓̂) (27)

is a Nash equilibrium seeking strategy with �✓,i 2 R+ being a
gain. Then, a parameter update law ⌧p,i is designed as follows

⌧p,i = �ki,3zi,3 +
˙̄✓i. (28)

At last, the dynamics of the subsystem with respect to zi,1,
ẑi,2, and zi,3 is given as follows

8
><

>:

żi,1 = �Ki,1zi,1 + ẑi,2 � ⌫̃i + ◆i
˙̂zi,2 = �Ki,2ẑi,2 � zi,1 � ⇢i⌫̃i

żi,3 = �ki,3zi,3

(29)

where ◆i = ↵f,i �↵i.

IV. MAIN RESULTS

In the previous section, distributed cooperative maneuvering
controllers have been designed based on the Nash equilibrium
seeking strategy for multiple ISVs. In this section, the sta-
bility of the closed-loop system is established. The following
theorem can be concluded.

Theorem 1. Consider the distributed noncooperative game (3)
and (5) played by multiple ISVs with the kinematics (1) and
kinetics (2). The proposed Nash equilibrium seeking strategy-
based controller is chosen for cooperative maneuvering as
action estimators (9) and (10), neural predictors based on the
accelerated learning (18) and (19), kinematic control laws (23),
kinetic control laws (26), and parameter update laws (28).
If Assumptions 1-3 hold, (i) all subsystems are input-to-state
stable; (ii) the total closed-loop system is input-to-state stable.
(iii) Geometric Task and Dynamic Task of noncooperative
game-based cooperative maneuvering can be achieved.

Proof: At first, we consider the input-to-state stability
of the subsystem governed by (15). Define the following
candidate Lyapunov function for the subsystem (15)

Vi,p =
1

2
⌫̃
T
i ⌫̃i +

1

�i
k⇥i �W

⇤
i k2F +

1

�i
k⇥i �W ik2F

and its time derivative along (15) is taken as

V̇i,p =⌫̃T
i [W̃

T

i Xi � "i � (Ki,2 + ⇢i)⌫̃i]

+
2

�i
tr([⇥i �W i + W̃ i]

T[��iTi
Xie

T
i (⌫̂i,⌫i)])

+
2

�i
tr([⇥i �W i]

T[��iTi
Xie

T
i (⌫̂i,⌫i)

+ �i(W i �⇥i)])
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It follows that

V̇i,p =⌫̃T
i [ei � (Ki,2 + ⇢i)⌫̃i]

+
1

Ti
{�2eTi ei � 2

�i

�i
tr([W i �⇥i]

T[W i �⇥i])

� 2
�i

�i
kXik2tr([W i �⇥i]

T[W i �⇥i])

+ 4tr([W i �⇥i]
T
Xie

T
i )} (30)

When �i � 2�i, Eq. (30) can be further put into

V̇i,p  ��min(Ki,2 + ⇢i)k⌫̃ik2 + k⌫̃ikkeik

+
1

Ti
{�2�i

�i
kW i �⇥ik2F � keik2 � [keik

�2kW i �⇥ikFkXik]2}

Then, one has

V̇i,p � �min(Ki,2 + ⇢i)k⌫̃ik2 �
2�i

�iTi
kW i �⇥ik2F

+ k⌫̃ikkeik
 � ci,1kEik2 + kEikkeik

where ci,1 = min{�min(Ki,2 + ⇢i), 2�i/�iTi} and Ei =
[k⌫̃ik, kW i �⇥ikF]T.

Since kEik � 2keik/ci,1 makes V̇i,p  �ci,1kEik2/2, the
subsystem (15) is input-to-state stable. Moreover for all t > t0,
kEi(t0)k satisfies

kEi(t0)k  ⌥i,Ei(Ei(t), t� t0) + gei(keik)

where ⌥i,Ei(·) is a class KL function, and
gei(s) = 2

p
�max(P i,p)s/ci,1

p
�max(P i,p) with

P i,p = diag{1, 2/�i}.
Then, we consider the input-to-state stability of the sub-

system governed by (29). Define the following candidate
Lyapunov function for the subsystem (29)

Vc =
MX

i=1

✓
1

2
z
T
i,1zi,1 +

1

2
ẑ
T
i,2ẑi,2 +

1

2
z2i,3

◆

and its time derivative along (29) is taken as

V̇c =
MX

i=1

⇣
� z

T
i,1Ki,1zi,1 � z

T
i,1⌫̃i + z

T
i,1◆i

� ẑ
T
i,2Ki,2ẑi,2 � z

T
i,2⇢i⌫̃i � ki,3z

2
i,3

�
.

Letting Z = [ZT
1 , ...,Z

T
1 ]

T with Z
T
i = [zT

i,1, ẑ
T
i,2, zi,3]

T, it
follows that

V̇c � c2kZk2 + kZk
MX

i=1

⇣
(�max(⇢i) + 1)k⌫̃ik+ k◆ik

⌘

� c2kZk2 + kZk
MX

i=1

kU ik

where c2 = minMi=1{�min(Ki,1),�min(Ki,2)} and U i =
[(�max(⇢i) + 1)k⌫̃ik, k◆ik]T.

Since kZk � 2kU ik/c2 makes V̇c  �c2kZk2/2, the
subsystem (29) is input-to-state stable. Moreover for all t > t0,
kZ(t0)k satisfies

kZ(t0)k ⌥Z(Z(t), t� t0)

+
MX

i=1

(g⌫̃i(k⌫̃ik) + g◆i(k◆̃ik))

where ⌥Z(·) is a class KL function, g⌫̃i(s) = 2((�max(⇢i)+
1))s/c2, and g◆i(s) = 2s/c2.

Then, we consider the input-to-state stability of the sub-
system governed by (15). Define the following candidate
Lyapunov function

Va = ⌘̃T
H̄⌘̃ + ✓̃

T
H✓̃

where H̄ = H⌦I3. Its time derivative along (15) is taken as

V̇a =� ⌘̃T
H̄µH̄⌘̃ + ⌘̃T

H̄(1M ⌦K1z1)� ⌘̃T
H̄(1M ⌦ ẑ2)

+ ⌘̃T
H̄(1M ⌦ ⌫̃)� ⌘̃T

H̄(1M ⌦ ◆)

� ⌘̃T
H̄(1M ⌦ �⌘g⌘(⌘̂))� ✓̃

T
HH✓̃

+ ✓̃
T
H(1M ⌦ k3z3)� ✓̃

T
H(1M ⌦ �✓g✓(✓̂))

with z1 = [zT
1,1, ..., z

T
M,1]

T 2 R3M , ẑ2 =

[ẑT
1,2, ..., ẑ

T
M,2]

T 2 R3M , z3 = [z1,3, ..., zM,3]T 2 RM ,
⌫̃ = [⌫̃T

1 , ..., ⌫̃
T
M ]T 2 R3M , ◆ = [◆T1 , ..., ◆

T
M ]T 2

R3M , g⌘(⌘̂) = [gT
1,1(⌘̂), ..., g

T
M,1(⌘̂)]

T 2 R3M ,
g⌘(✓̂) = [gT1,2(✓̂), ..., g

T
M,2(✓̂)]

T 2 RM ,
K1 = diag{K1,1, ...,KM,1} 2 R3M⇥3M , k3 =
diag{k1,3, ..., kM,3} 2 RM⇥M , �⌘ = diag{�⌘,1, ..., �⌘,M} 2
R3M⇥3M , �✓ = diag{�✓,1, ..., �✓,M} 2 RM⇥M .

Define %1, %2, %3, %4 2 R+, and we can obtain

V̇a � c3k⌘̃k2 � c4k✓̃k2

+M�max(H̄)(�max(K1) + %3�max(�⌘))k⌘̃kkz1k
+M�max(H̄)k⌘̃kkẑ2k+M�max(H̄)k⌘̃kk◆k
+M�max(H)(�max(k3) + %4�max(�✓))k✓̃kkz3k

 � c5kEak2 +Mc6kEakkZk+M�max(H̄)kEakk◆k

where c3 = (�min(µ)�2min(H̄) � M%1�max(�⌘))), c4 =
(�min()�2min(H) � M%2�max(�✓))) Ea = [k⌘̃k, k✓̃k]T,
c5 = min{c3, c4}, c6 = max{�max(H̄)(�max(K1) +
%3�max(�⌘)),�max(H)(�max(k3)+%4�max(�✓)),�max(H̄)}

Since kEak � 2M(c6kZk + �max(H̄)k◆k)/c5 makes
V̇a  �c5kEak2/2, the subsystem (15) is input-to-state stable.
Moreover for all t > t0, kEa(t0)k satisfies

kEa(t0)k ⌥Ea(Ea(t), t� t0)

+M (gZ(kZk) + g◆(k◆k))

where ⌥Ea(·) is a class KL function,
gZ(s) = 2

p
�max(P a)c6s/

p
�min(P a)c5,

g◆(s) = 2
p
�max(P a)�max(H̄)s/

p
�min(P a)c5, and

P a = diag{H̄,H}.
The above three subsystems are proved to be input-to-state

stable. For the subsystem governed by (29), an input ⌫̃i is a
state of the subsystem governed by (20). For the subsystem
governed by (15), an input Z is a state of the subsystem
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governed by (29). Therefore, the resulting closed-loop system
can be regarded as a system cascaded by these subsystems.
By using Lemma C.4 in [45], the input-to-state stability of the
total closed-loop system can be established.

Ref. [29] has proved that ⌘̄i can converge to ⌘⇤
i under the

Nash equilibrium seeking strategy (21) and ✓̄i can converge to
✓⇤i under the Nash equilibrium seeking strategy (27). Because
the total closed-loop system is input-to-state stable, zi,1 and
zi,3 are ultimately bounded. It follows that k⌘i � ⌘

⇤
i k and

|✓i � ✓⇤i | are ultimately bounded. Therefore, for cooperative
maneuvering, Geometric Task governed by (3) and Dynamic
Task governed by (5) can be achieved.

Remark 5. Input-to-state stability is chosen as the analysis
tool to simplify the analysis complexity by dividing the
total closed-loop system into several simple subsystems. The
total closed-loop system is input-to-state stable by using the
cascade stability theory (Lemma C.4 in [45]) as long as these
subsystems are input-to-state stable. There exists a connection
between the Lyapunov analysis-based boundedness and the
input-to-state stability. Consider a system ẋ = f(x, u). The
input-to-state stability of ẋ = f(x, u) implies that x(t) is
ultimate bounded by (sup(kx(⌧)k)) where ⌧ 2 (t, t0) and
(·) is a class K function. In [46], the Lyapunov-like theorem
that follows gives a sufficient condition for input-to-state
stability, see Theorem 4.6 in [46]. This theorem means we
can use a Lyapunov-like analysis to establish the input-to-state
stability of the total closed-loop system.

V. AN APPLICATION WITH SIMULATION RESULTS

To demonstrate the effectiveness of the proposed distributed
Nash equilibrium seeking-based controllers for noncoopera-
tive game-based cooperative maneuvering of multiple ISVs,
a simulation example is presented. Consider a distributed
noncooperative game of 5 ISVs, labeled as 1 � 5, where the
communication topology is described in Fig. 2. The model
parameters of ISVs considered herein can be found in [47].
The considered distributed cooperative maneuvering occurs in
the part of Yangcheng Lake, China.

The first payoff function Ji,1(⌘,⌘r,i(✓i)) of the ith ISV
with respect to Geometric Task is

Ji,1(⌘,⌘r,i(✓i)) =(xi � xr,i(✓i))
2 + (yi � yr,i(✓i))

2

+ ( i �  r,i(✓i))
2 � (0.1

5X

k=1

xk

+ 100 cos(✓i))xi � (0.1
5X

k=1

yk (31)

+ 100 sin(✓i))yi � (0.01
5X

k=1

 k) i

where ⌘r,i(✓i) = [xr,i(✓i), yr,i(✓i), r,i(✓i)]T, xr,1(✓1) =
150 cos(✓1), xr,2(✓2) = 170 cos(✓1), xr,3(✓3) = 190 cos(✓1),
xr,4(✓4) = 210 cos(✓4), xr,5(✓5) = 230 cos(✓5), yr,1(✓1) =
150 sin(✓1), yr,2(✓2) = 170 sin(✓2), yr,3(✓3) = 190 sin(✓3),
yr,4(✓4) = 210 sin(✓1), yr,5(✓5) = 230 sin(✓5),  r,i(✓i) =
1.03✓i + 0.4855⇡ with i = 1, ..., 5.

The second payoff function Ji,2(✓) of the ith ISV with
respect to Dynamic Task is

Ji,2(✓) =(✓i � ✓r,i)
2 � (0.01

5X

k=1

✓k)✓i (32)

where ✓r,i = 0.0103t with i = 1, ..., 5. ISVs will achieve
a formation influenced by Ji,1(·) and Ji,2(·). It should be
noted that the proposed distributed Nash equilibrium seeking-
based controllers for noncooperative game-based cooperative
maneuvering can also perform these different tasks by utilizing
the different payoff functions.

Fig. 2: An application with the communication topology (The
underlaying map is from Google Earth.)

For the simulation, the parameters are selected as follows:
µi,j = diag{1, 1, 1}, i,j = 1, kx,i = ky,i = k ,i = 0.2,
ku,i = kv,i = kr,i = 5, ⇢i = diag{205, 205, 205},
�i = 100, �i = 200, ⇣i,1 = diag{40, 40, 40}, ⇣i,2 =
diag{0.05, 0.05, 0.05}, �⌘,i = diag{1, 1, 1}, �✓,i = 1.

Figs. 3-8 show the simulation results of ISVs formation
based on the proposed distributed Nash equilibrium seeking
method. Fig. 3 depicts the actual trajectories of ISVs, and it
can be seen that 5 ISVs are coordinated steering along the
Nash equilibrium solution. Figs. 4-6 depict the revolution of
the actual action ⌘i and the Nash equilibrium solutions ⌘⇤

i ,
where ⌘⇤

i = [x⇤
i , y

⇤
i , 

⇤
i ]

T. It can be observed in Figs 4-6 that
the actual action ⌘i can seek the Nash equilibrium ⌘

⇤
i , and

thus Geometric Task is achieved. In Fig. 7, the evolution of
the player parameter ✓i is depicted. 5 player parameters are
coordinated such that Dynamic Task is achieved. In Fig. 8,
the learning profile of echo state network is shown. It can
be observed that the uncertain nonlinear term F 2(·) can be
estimated by using the proposed accelerated learning-based
neural predictor.

The proposed accelerated learning-based neural predictor is
also to compare with the existing neural predictor developed in
[15]–[17] with the same adaptation gain to show the efficacy.
The dynamics of neural predictor is given as follows

(
˙̂⌫i = M

�1
i ⌧ i +W

T
i Xi � (Ki,2 + ⇢i)⌫̃i

Ẇ i = ��i(Xi⌫̃
T
i + �iW i).

In Fig. 9, the comparison between the proposed accelerated
learning-based neural predictor and the neural predictor is
shown. Though these two methods can identify the uncertain
nonlinearities terms, the proposed accelerated learning-based
neural predictor has a faster convergence rate. It means that
the high-order tuner can speed up the convergence rate of the
gradient descent adaptation.
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Fig. 3: The actual trajectories of 5 ISVs (dot dash line:actual
trajectories; dotted line: Nash equilibrium solutions)
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Fig. 5: Revolution of y-positions yi and Nash equilibrium
solutions y⇤i

VI. CONCLUSION

In this paper, a distributed control method was presented
based on the Nash equilibrium seeking approach for a swarm
of ISVs to address the noncooperative game-based cooperative
maneuvering problem. Action estimators were constructed
based on a distributed observer design to estimate the actions
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Fig. 8: Learning profile of echo state network (ESN) based on
the proposed method

of other ISVs. Accelerated learning-based neural predictors
were constructed to identify the uncertainties in the model
of vehicles, and adaptation laws for the output weights of
echo state networks were designed by using a high-order
tuner to accelerate the convergence rate. Kinematic control
laws, kinetic control laws, and update laws of individual vari-
ables were developed by using the Nash equilibrium seeking
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Fig. 9: Comparison between accelerated learning-based neural
predictor and neural predictor

strategy. Based on the cascade system theory and input-to-
state stability analysis, three subsystems and the resulting
closed-loop system were proved to be input-to-state stable,
and besides Geometric Task and Dynamic Task of cooperative
maneuvering were achieved.
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