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Abstract—This paper considers cooperative control of intercon-6
nected intelligent surface vehicles (ISV) moving in a complex water7
surface containing multiple static/dynamic obstacles. Each ISV is8
subject to control force and moment constraints, in addition to9
internal model uncertainties and external disturbances induced10
by wind, waves and currents. A general safety-certified cooper-11
ative control architecture capable of achieving various collective12
behaviors such as consensus, containment, enclosing, and flock-13
ing, is proposed. Specifically, a distributed motion generator is14
used to generate desired reference signals for each ISV. Robust-15
exact-differentiators-based (RED-based) extended state observers16
(ESOs) are designed for recovering unknown total disturbances17
in finite time. With the aid of control Lyapunov functions, input-18
to-state safe high order control barrier functions and RED-based19
ESOs, constrained quadratic optimization problems are formu-20
lated to generate optimal surge force and yaw moment without21
violating the input, stability, safety constraints. In order to facilitate22
real-time implementations, a one-layer recurrent neural network is23
employed to solve the constrained quadratic optimization problem24
on board. It is proved that all tracking errors of the closed-loop25
system are uniformly ultimately bounded and the multi-ISV sys-26
tem is input-to-state safe. An example is given to substantiate the27
effectiveness of the proposed general safety-certified cooperative28
control architecture.29

Index Terms—Distributed motion generator, intelligent surface30
vehicles, input-to-state safe high-order control barrier function,31
one-layer recurrent neural networks.32
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I. INTRODUCTION 33

W ITH the rapid advancements in communication and 34

computer technologies, cooperative operations of 35

multiple intelligent vehicles has aroused plentiful interest 36

worldwide [1]–[5]. Intelligent surface vehicles (ISV) is a 37

marine transportation platform with numerous applications such 38

as carriage of goods, conveying of passengers and waterway 39

transportation [6]–[8]. A number of cooperative control ap- 40

proaches are proposed such as virtual structure mechanisms [9], 41

behavioral methods [10], artificial potential fields [11], graph- 42

based methods [12], and leader-follower approaches [13]. 43

Various cooperative control approaches for multiple ISVs 44

are proposed; see the references and therein [14]–[27]. Specif- 45

ically, in [14], [15], leader-follower formation control methods 46

with predefined transient properties are devised for ISVs with 47

the ability of collision avoidance. In [16], an output-feedback 48

consensus maneuvering control method is investigated for a 49

fleet of ISVs, which addresses a cooperative time-varying for- 50

mation maneuvering problem with connectivity preservation 51

and collision avoidance. In [17], an output-feedback flocking 52

control method is developed for marine vehicles based on data- 53

driven adaptive extended state observers (ESOs). In [18], an 54

observer-based finite-time containment control method is pro- 55

posed to achieve a path-guided formation capable of avoidance 56

collision and connectivity preservation. In [19], a distributed 57

robust collision-free formation control scheme based on the 58

super-twisting control and persistent excitation is developed for 59

underactuated vessels, which may possess completely different 60

dynamic models. In [20], an improved real-time attitude guid- 61

ance scheme with the dynamical virtual ship is initially devel- 62

oped for the waypoints-based path-following of ISVs subject to 63

multi-static or slow time-varying obstacles. In [21], a model- 64

reference collision-free tracking control method is presented for 65

surface vehicles to enhance control accuracy and intelligence 66

by using the reinforcement learning technique. In [22], a new 67

nonlinearly transformed formation error is constructed for ISVs 68

to achieve the connectivity preservation, the collision avoidance, 69

and the distributed formation without switching the desired 70

formation pattern and using any additional potential functions. 71

In [23], a robust leader-follower formation tracking algorithm 72

is presented by using connectivity-maintaining and collision- 73

avoiding performance functions for vessels with range-limited 74
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communication and completely unknown nonlinearities. In [24],75

the local path replanning-based repulsive potential function76

technique is designed to achieve the collision-free distributed77

formation control with the distributed fixed-time estimator.78

In [25], a target region tracking control strategy based on the79

adaptive neural network (NN) is proposed for ocean vessels80

without no intra-group collisions. In [26], a distributed synchro-81

nization controller based on p-times differentiable step functions82

is designed for multiple ISVs while ensuring no collisions83

among neighboring ships. In [27], an intent inference-based84

probabilistic velocity obstacle method is developed to avoid85

COLREG-violating vessels by combining the marine traffic86

rules with the proactive evasive actions. However, the formation87

control methods presented in [7]–[9], [12]–[27] are designed for88

specific formation scenarios with different control architectures,89

which may be inflexible in practice one one hand. On the other90

hand, the collision avoidance methods presented in [14]–[27]91

cannot avoid collisions with static obstacles, dynamic obstacles,92

and the neighboring vehicles, simultaneously.93

In this paper, we present a general collision-free safety-94

certified cooperative control architecture for multiple intercon-95

nected ISVs subject to input constraints, model uncertainties and96

environmental disturbances. The cooperative control architec-97

ture includes a high-level distributed motion generator and a low-98

level trajectory tracking controller. Specifically, the distributed99

motion generator prescribes the reference trajectories for achiev-100

ing desired swarm behaviors including consensus, containment,101

enclosing, flocking, etc. At the low level control, by using robust-102

exact-differentiator-based (RED-based) ESOs for estimating the103

total disturbances in finite time, control Lyapunov functions104

(CLF) for assuring stability, and input-to-state safe high order105

control barrier functions (ISSf-HOCBF) for guaranteeing safety,106

constrained quadratic programs (QPs) are formulated to obtain107

optimal surge force and yaw moment. To facilitate real-time108

implementations, one-layer recurrent neural networks (RNNs)109

are employed to solve the constrained quadratic optimization110

problem on board. The tracking errors of the closed-loop system111

are proved to be uniformly ultimately bounded and the safety of112

the multi-ISV system is guaranteed. An application to the vessel113

train is given to substantiate the effectiveness of the proposed114

general safety-certified cooperative control architecture.115

Compared with contributions in [7]–[9], [12]–[48], the main116

features of the proposed general safety-certified cooperative117

control architecture with control method are summarized into118

three-folds:119

1) In contrast to the formation controllers in [7]–[9], [12]–120

[44] with specific coordinated control scenarios, this pa-121

per presents a general safety-certified cooperative control122

architecture consisting of a high-level distributed motion123

generator and a low-level tracking controller. The pro-124

posed cooperative control architecture is universal and125

takes the capabilities to be compatible with various co-126

ordinated control scenarios and achieve various collective127

behaviors.128

2) In contrast to the collision avoidance strategies in [14]–129

[27], [45], [46], ISSf-HOCBFs are designed to construct130

the safety constraints from static/dynamic obstacles and131

neighboring vehicles. Within safety, stability, and input 132

constraints, the optimal control force and moment are ob- 133

tained in realtime by the designed RNNs without resorting 134

to optimization tools. 135

3) In contrast to the disturbance observers in [16], [17], [26], 136

[34], [47], the proposed RED-based ESOs can estimate the 137

unknown total disturbances in finite time. Different from 138

the fuzzy/NN approximation approaches in [14], [15], 139

[20], [21], [24], [25], [28], [33], [35], [48], RED-based 140

ESOs takes a simpler estimation structure and fewer tuning 141

parameters. 142

This paper is organized as follows. Section II states pre- 143

liminaries and problem formulation. Section III designs the 144

controller. Section IV analyzes the stability and the safety of 145

the closed-loop system. Section V gives simulation results. 146

Section VI concludes this paper. 147

II. PRELIMINARIES AND PROBLEM FORMULATION 148

A. Notation 149

For a vector a = [a1, . . ., an]T ∈ Rn and a constant b ∈ 150

(0, 1), we define the symbol "a#b = ["a1#b, . . ., "an#b]T with 151

"ai#b = sgn(ai)|ai|b, i = 1, . . ., n, where sgn(·) is a signum 152

function. A continuous function κ(·) : (c, d) $→ R is named as 153

an extended class K function (κ(·) ∈ Ke) with c, d > 0, iff κ(·) 154

is strictly monotonically increasing and κ(0) = 0. It is called as 155

an extended class K∞ function (κ(·) ∈ K∞,e) when c, d $→ ∞ 156

and limι $→∞ κ(ι) = ∞, limι $→−∞ κ(ι) = −∞. ess sup (·) de- 157

notes the essential supremum of (·). 158

B. Input-to-State Safe High Order Control Barrier Function 159

Consider an affine control system with disturbances ω ∈ Rn 160

in this form 161

ẋ = f(x) + g(x)u+ ω, (1)

where x ∈ Rn is the system state. u ∈ Rm is the control input. 162

f(x) ∈ Rn and g(x) ∈ Rn×m are locally Lipschitz continu- 163

ous functions. ω is assumed to be bounded and satisfied with 164

‖ω‖∞ ! ess supt>0 ‖ω‖. 165

Definition 1 ([49]): For a system (1) withω = 0, a super-level 166

set C ⊂ Rn with a continuously differentiable function h(x) : 167

Rn $→ R is defined as 168

C = {x ∈ Rn : h(x) ≥ 0},

∂C = {x ∈ Rn : h(x) = 0},

Int(C) = {x ∈ Rn : h(x) > 0}. (2)

Then, the set C is forward invariant if there is x(t) ∈ C for any 169

x(t0) ∈ C, ∀ t ≥ t0. The forward invariance of C indicates that 170

the system (1) with ω = 0 is safe on C. 171

Definition 2 ( [49]): For a system (1), an extended set Cω ⊃ C 172

with the continuous functions h(x) is defined as follows 173

Cω = {x ∈ Rn : h(x) + κω(‖ω‖∞) ≥ 0},
∂Cω = {x ∈ Rn : h(x) + κω(‖ω‖∞) = 0},

Int(Cω) = {x ∈ Rn : h(x) + κω(‖ω‖∞) > 0}.
(3)
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The set Cω is forward invariant for all ‖ω‖∞ ≤ ω̄ ∈ R+, if174

there exist a control input u and a function κω(·) ∈ K∞. Then,175

the system (1) is input-to-state safe (ISSf) on C as in (2) if the176

forward invariant set Cω is existed.177

For a continuously differentiable functionh(x)with a relative178

degree d > 1, we define a series of functions χi : Rn $→ R and179

corresponding sets Ciω as follows180
{
χi(x) = χ̇i−1(x) + κi (χi−1(x)) ,
Ciω = {x ∈ Rn : χi−1(x) ≥ −κiω(‖ω‖∞)} , (4)

where χ0(x) = h(x), i = 1, . . .d, and κi(·) ∈ K∞,e.181

Definition 3 ([49]): Given functions χ1(x), . . . ,χd(x) and182

sets C1ω , . . ., Cdω defined by (4), the continuously differentiable183

function h(x) with relative degree d > 1 is called as an ISSf-184

HOCBF for system (1) on the set C, if there exist a constant185

ω̄ > 0 and functions κd(·) ∈ K∞,e, κdω(·) ∈ K∞ such that for186

all x ∈ Rn and ω ∈ Rn with ‖ω‖∞ ≤ ω̄187

sup
u∈Rm

[
Ld
fh(x) + LgL

d−1
f h(x)u+

∂χd−1(x)

∂xT
ω

+ κd (χd−1(x))

]
≥ −κdω(‖ω‖∞), (5)

where Ld
fh and LgL

d−1
f h represent the Lie derivatives of h(x).188

Lemma 1 ([49]): Given an ISSf-HOCBF h(x) defined by189

Def. 3 for system (1) on C, any Lipschitz continuous controller190

u ∈ U(x) for all x ∈ Rn satisfying191

U(x) =
{
u ∈ Rm : Ld

fh(x) + LgL
d−1
f h(x)u

+
∂χd−1(x)

∂xT
ω + κd (χd−1(x)) ≥ −κdω(‖ω‖∞)

}

(6)

yields that the set C1ω ∩ C2ω∩, . . . ,∩Cdω is forward invariant,192

which means that the system (1) is ISSf on C.193

Noting that the term ω may be unavailable for a practical194

system. Hereby, the following theorem is given.195

Theorem 1: Given a series of functions χ1(x), . . .,χd(x) and196

sets C1ω, . . ., Cdω defined by (4), the continuously differentiable197

function h(x) of relative degree d > 1 is called as ISSf-HOCBF198

for the system (1) on the set C, if there exist a constant ω̄ > 0 and199

a function κd(·) ∈ K∞,e such that for all x ∈ Rn and ω ∈ Rn200

with ‖ω‖∞ ≤ ω̄201

sup
u∈Rm

[
Ld
fh(x) + LgL

d−1
f h(x)u− ∂χd−1(x)

∂xT

∂χd−1(x)

∂x

+ κd (χd−1(x))

]
≥ 0. (7)

any Lipschitz continuous controller u ∈ U∗(x) satisfying202

U∗(x) =

{
u ∈ Rm : Ld

fh(x) + LgL
d−1
f h(x)u

− ∂χd−1(x)

∂xT

∂χd−1(x)

∂x
+ κd (χd−1(x)) ≥ 0

}
. (8)

devises the system ISSf on the set C.203

Fig. 1. Cooperative control scenario of ISVs subject to static/dynamic obsta-
cles.

Proof: From (4), taking the derivative of χd(x) yields 204

χ̇d = Ld
fh(x) + LgL

d−1
f h(x)u+

∂χd−1

∂xT
ω + κd(χd−1). (9)

For u ∈ U∗(x), one has 205

χ̇d ≥
(∥∥∥∥

∂χd−1(x)

∂x

∥∥∥∥− ‖ω‖
2

)2

− ‖ω‖2

4
≥ −‖ω‖2

4
. (10)

Obviously, the inequality (10) is in the form of (5). It is concluded 206

that the function h(x) is ISSf-HOCBF of system (1) and the set 207

U∗(x) satisfies U∗(x) ⊆ U(x). It means that Theorem 1 holds. 208

The proof is completed. 209

C. Problem Formulation 210

Consider a networked system with N underactuated ISVs 211

shown in Fig. 1. It is assumed that each ISV has a plane of 212

symmetry; heave, pitch, and roll modes are neglected. The 213

kinematic and kinetic dynamics of the ith ISV are described 214

as follows [26] 215
{
η̇i = Ri(ψi)νi,
Miν̇i = fi(νi) + τi + τiw,

(11)

where i = 1, . . ., N . ηi = [pTi ,ψi]T denotes the position and 216

yaw angular with pi = [xi, yi]T ∈ R2 and ψi ∈ (−π,π]. 217

νi = [ui, vi, ri]T ∈ R3 represents the body-fixed velocity 218

vector along the surge, sway and yaw direction. Mi = 219

diag{mu
i ,m

v
i ,m

r
i } ∈ R3 is the inertia mass matrix. fi(νi) ∈ R3 220

is the unknown function including Coriolis terms, damping 221

terms and unmodeled dynamics. τi = [τui , 0, τ
r
i ]

T is a bounded 222

control input satisfying 0 ≤ τui ≤ τ̄ui and −τ̄ ri ≤ τ ri ≤ τ̄ ri with 223

τ̄ui ∈ R+ and τ̄ ri ∈ R+ being bounds of input signals. τiw ∈ R3 224

presents the unknown environmental disturbances due to wind, 225

wave and current. Ri(ψi) = diag{Rp
i (ψi), 1} is a rotation ma- 226

trix with Rp
i (ψi) = [cos(ψi),− sin(ψi); sin(ψi), cos(ψi)]. 227
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To design the safety-certified controllers, the model dynamics228

(11) is rewritten as229





ṗi = qi, (12a)
q̇i = σq

i + τ qi /m
u
i , (12b)

ψ̇i = ri, (12c)
ṙi = σr

i + τ ri /m
r
i , (12d)

where qi = Rp
i (ψi)[ui, vi]T and [σqT

i ,σr
i ]

T = Ṙi(ψi)νi +230

Ri(ψi)M
−1
i (fi(νi) + τiw)withσq

i = [σx
i ,σ

y
i ]

T ∈ R2 andσr
i ∈231

R being unknown earth-fixed disturbances. τ qi = [τxi , τ
y
i ]

T ∈232

R2 stands for the earth-fixed control input satisfying τxi =233

τui cos(ψi) and τyi = τui sin(ψi).234

This paper aims to present a general safety-certified coop-235

erative control architecture for underactuated ISVs subject to236

static/dynamic obstacles to achieve the following objectives:237

1) Geometric Objective: Force each ISV to track the reference238

trajectory pid = [xid, yid]T such that239

‖pi − pid‖ < µ, (13)

where i = 1, . . ., N and µ ∈ R+.240

2) Safety Objective: To guarantee the safety of multi-ISV241

system, the following distance constraints are required to be242

satisfied:243

1) Inter-ISV collision avoidance:244

‖pi − pj‖ > Rc, (14)

where i, j = 1, . . ., N, i 2= j. Rc ∈ R+ is the minimum245

collision-free distance among neighboring ISVs.246

2) Obstacle collision avoidance:247

‖pi − po‖ > Ro + ρo, (15)

where i = 1, . . ., N , o = 1, . . ., No with No ∈ R+ being248

the total number of obstacles. po ∈ R2 presents the posi-249

tion of obstacle. Ro ∈ R+ is the minimum collision-free250

distance from obstacles. ρo ∈ R+ is the radius of the oth251

obstacle.252

III. GENERAL COOPERATIVE CONTROL ARCHITECTURE253

A. High Level Distributed Motion Generator254

Based on the vehicle model in (11), a series of distributed255

cooperative control schemes are presented to achieve various256

collective behaviors such as consensus [16], containment [18],257

flocking [17], and enclosing [28]. In [16], [18], [28], the control258

laws are designed for specific formations. Once the mission is259

changed, the control law has to be switched. To remedy this260

limitation, a general safety-certified cooperative control archi-261

tecture for multiple ISVs is proposed, which are able to achieve262

various formation without modifying the low-level control laws.263

As shown in Fig. 2, it includes a high-level motion generator264

and a low-level trajectory tracking controller. Motivated by the265

distributed cooperative control laws in for achieving consensus,266

containment, enclosing, and flocking, a distributed motion gen-267

erator is proposed as follows268
{
ṗid = qid,

q̇id = !i(p−ir(t, θ), pid, qid, p−id, q−id),
(16)

Fig. 2. A general safety-certified cooperative control architecture for ISVs.

Fig. 3. The low-level safety-certified control architecture.

where pid ∈ R2 and qid ∈ R2 are the states of the genera- 269

tor. p−ir(t, θ) = {plr(t, θl)}l∈NL
i

is the predefined input signal, 270

which may be the trajectory, the path or the target with θl ∈ R 271

being a path parameter. p−id and q−id are output signals of 272

the ith generator’s neighbors satisfying p−id = {pkd}k∈NF
i

and 273

q−id = {qkd}k∈NF
i

. !i(·) ∈ R2 are known, bounded and Lips- 274

chitz functions, which can be designed by the specific mission 275

scenarios. 276

B. Low Level Trajectory Tracking Controller 277

In this subsection, a safety-certified cooperative control law 278

is developed for ISVs to track the reference trajectory. Fig. 3 279

presents the block diagram of the proposed low-level controller 280

for the ith ISV. 281

1) The Optimal Surge Force Controller: The ESO is an effec- 282

tive and appealing tool to address the unknow uncertainties [50]. 283

To estimate the unknown term σq
i in (12b), the RED-based ESO 284

is proposed as follows 285

{
˙̂qi = −kqi1ζ

q 1
2

i "q̂i − qi#
1
2 + σ̂q

i + τ qi /m
u
i ,

˙̂σq
i = −kqi2ζ

q
i sgn(q̂i − qi),

(17)

where q̂i = [q̂xi , q̂
y
i ]

T ∈ R2 and σ̂q
i = [σ̂x

i , σ̂
y
i ]

T ∈ R2 represent 286

the estimated values of qi and σq
i , respectively. kqi1 and kqi2 are 287

positive constants. ζqi ∈ R+ is a scaling factor. 288

Define the estimated errors q̃i = (q̂i − qi)/ζ
q
i and σ̃q

i = 289

(σ̂q
i − σq

i )/ζ
q
i . Combining (12a)-(12b) with (17), the time 290

derivatives of q̃i and σ̃q
i are deduced as follows 291

{
˙̃qi = −kqi1"q̃i#

1
2 + σ̃q

i ,
˙̃σq
i = −kqi2sgn(q̃i)− σ̇q

i /ζ
q
i .

(18)
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Letting zi1 = pi − pid and taking its derivative with (12a),292

(12b), and (16), it yields that293

żi1 = qi − qid and z̈i1 = σq
i + τ qi /m

u
i − q̇id. (19)

To stabilize the error dynamics z̈i1, by using the estimated294

information from RED-based ESO, an anti-disturbance control295

law is presented as follows296

τ qi = mu
i (q̇id + τ q∗i − σ̂q

i ) (20)

with τ q∗i = [τx∗i , τy∗i ]T being an earth-fixed optimal control297

signals. Substituting (20) into (19), one has298

żi1 = qi − qid and z̈i1 = −σ̃q
i + τ q∗i . (21)

To obtain optimal surge force τui , the following constraints299

are constructed to achieve stability and safety.300

Step 1. CLF-based stability constraint301

Let Zi1 = [zTi1, ż
T
i1]

T and take its derivative along (21) as302

Żi1 = Ai1Zi1 +Bi1(−σ̃q
i + τ q∗i ) (22)

with Ai1 = [02, I2; 02, 02] andBi1 = [02, I2]T .303

To stabilize Zi1, a candidate Lyapunov function Vi1 is con-304

structed as follows305

Vi1 = ZT
i1Pi1Zi1, (23)

where Pi1 = PT
i1 is a positive-definite matrix such that the306

continuous algebraic Riccati equation307

AT
i1Pi1 + Pi1Ai1 −

Pi1Bi1BT
i1Pi1 −Di1Qi1Di1

γi1
= 0, (24)

where γi1 is a positive constant. Qi1 represents a symmetric308

positive-definite matrix and Di1 = [I2/γi1, 02; 02, I2].309

Apply the transform Pi1 = Di1P ′
i1Di1, where P ′

i1 = P
′T
i1 >310

0 satisfies311

AT
i1P

′
i1 + P ′

i1Ai1 − P ′
i1Bi1BT

i1P
′
i1 +Qi1 = 0. (25)

Based on the dynamics (22), a CLF-based stability constraint312

set for the optimal signal τ q∗i is constructed as [51]313

Ui1 =

{
τ q∗i : LAi1Vi1 + LBi1Vi1τ

q∗
i +

εi1
γi1

Vi1 ≤ 0

}
, (26)

where LAi1Vi1 = ZT
i1(Pi1Ai1 +AT

i1Pi1)Zi1, LBi1Vi1 =314

2ZT
i1Pi1Bi1 and εi1 = λmin(Qi1)/λ̄(P ′

i1).315

To calculate the open-loop solution in (26), a position point-316

wise min-norm control law is developed as follows317

τ q∗i =

{
−Ψi1Ψi2/(ΨT

i2Ψi2), if Ψi1 > 0,
0, if Ψi1 ≤ 0,

(27)

where Ψi1 = LAi1Vi1 + εi1Vi1/γi1 + 1i1‖LBi1Vi1‖ and318

Ψi2 = LBi1Vi1 with 1i1 being a positive constant.319

Step 2. ISSf-HOCBF-based safety constraints320

Substituting (20) into (12b), the dynamic subsystem (12a)-321

(12b) can be rewritten as follows322

ėi = fi + giτ
q∗
i + ωi, (28)

where ei = [pTi , q
T
i ]

T , fi = [qTi , 02]
T , gi = [02, I2]T and ωi =323

[02, q̇Tid − σ̃qT
i ]T .324

From Def. 1, safety objectives (14) and (15) are encoded 325

into super-level sets Cij and Cio, respectively. It means that the 326

forward invariance of sets Cij and Cio are equivalent to the safety 327

of the ith ISV. Then, we aim to devise the control constraint sets 328

for ensuring forward invariance of Cij and Cio. 329

In order to avoid collision among ISVs, the set Cij is con- 330

structed as follows 331

Cij =
{
pi ∈ R2 : hij(pi) = ‖pij‖2 −R2

c ≥ 0
}
, (29)

where pij = pi − pj . hij(pi) is a candidate ISSf-HOCBF. 332

From (4), a family of functions with hij(pi) are de- 333

fined asχij,0 = hij ,χij,1 = χ̇ij,0 + κi1(χij,0),χij,2 = χ̇ij,1 + 334

κi2(χij,1), and the corresponding safety sets are denoted as 335

Cij,1 = {pi ∈ R2 : χij,0 ≥ κiω,1(‖ωi‖∞)} and Cij,2 = {pi ∈ 336

R2 : χij,1 ≥ κiω,2(‖ωi‖∞)}, where κi1(·), κi2(·) ∈ K and 337

κiω,1(·), κiω,2(·) ∈ K∞. 338

According to (6) and (28), the safety constraint of the control 339

input for the ith ISV is devised as 340

Ui2 =

{
τ q∗i : L2

fihij + LgiLfihijτ
q∗
i

− ∂χij,1(pi)

∂pTi

∂χij,1(pi)

∂pi
+ κi2(χij,1) ≥ 0

}
, (30)

where L2
fi
hij = 2(qi − qj)T (qi − qj) and LgiLfihij = 2pTij . 341

To avoid collision between ISVs and static/dynamic obstacles, 342

the safe set Cio is developed as follows 343

Cio = {pi ∈ R2 : hio(pi) = ‖pio‖2 − (Ro + ρo)
2 ≥ 0} (31)

where pio = pi − po. 344

Similarly, the safety constraint with hio(pi) is described as 345

Ui3 =

{
τ q∗i : L2

fihio + LgiLfihioτ
q∗
i

− ∂χij,1(pi)

∂pTi

∂χij,1(pi)

∂pi
+ κi2(χio) ≥ 0

}
, (32)

where L2
fi
hio = 2(qi − qo)T (qi − qo), LgiLfihio = 2pTio, and 346

χio = ḣio + κi1(hio). 347

Step 3. QP-based optimal surge force 348

For the cooperative formation of multiple ISVs, the safety 349

objective has higher priority than the geometric objective. To 350

unify the designed stability constraint (26), safety constraints 351

(30), (32) and input constraints, a quadratic optimization prob- 352

lem is formulated as follows 353

τ q∗i = argmin
[τq∗

i ;δi]∈R3

Jq
i (τ

q∗
i ) = ‖τ q∗i ‖2 + liδ2i

s.t. Ψi2(Zi1)τ
q∗
i ≤ bi1,

−LgiLfihijτ
q∗
i ≤ bi2,

−LgiLfihioτ
q∗
i ≤ bi3,

τ q∗i ≤ τ q∗i ≤ τ̄ q∗i ,

(33)

where δi is a relaxation variable. li ∈ R+ denotes a 354

penalty coefficient. bi1 = −Ψi1(Zi1) + δi, bi2 = L2
fi
hij − 355

(∂χij,1(pi)/∂pTi )(∂χij,1(pi)/∂pi) + κi2(χij,1), bi3 = L2
fi
hio 356

− (∂χij,1(pi)/∂pTi )(∂χij,1(pi)/∂pi) + κi2(χio), τ̄ q∗i = τ̄ qi / 357

mu
i + σ̂q

i − p̈id and τ q∗i = −τ̄ qi /mu
i + σ̂q

i − p̈id. 358
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A lot of optimization tools are capable of solving the con-359

strained quadratic optimization problem in (33). However, most360

of the optimization methods may not be competent for real-time361

implementation. Thus, a one-layer RNN is employed to solve362

the optimization problem in (33) as follows [52]363

εqi τ̇
q∗
i = −∇Jq

i (τ
q∗
i )− 1

ιqi
∂

N+No+2∑

k=1

max {0, ξqik} (34)

where εqi ∈ R+ is a time constant. ιqi is a penalty parameter.364

ξqi1 = Ψi2(Zi1)τ
q∗
i − bi1, ξqik = −LgiLfihijτ

q∗
i − bi2, k =365

2, . . ., N , ξqik = −LgiLfihioτ
q∗
i − bi3, k = N + 1, . . ., N +366

No, ξqi(N+No+1) = τ q∗i − τ̄ q∗i and ξqi(N+No+2) = −τ q∗i + τ q∗i .367

∂max{0, ξqik} is an exact penalty function expressed as368

∂max {0, ξqik} =






∇ξqik, for ξqik > 0,

[0, 1]∇ξqik, for ξqik = 0,

02, for ξqik < 0

with [0, 1] is a set-valued map with image in the scope [0, 1].369

By the literature [52], the neuronal state τ q∗i of above RNN is370

exponentially convergent to the optimal solution in finite time.371

Since τxi = τui cos(ψi) and τyi = τui sin(ψi), the optimal372

surge force τui and the desired yaw angle ψir are given as373
{
τui = τxi cos(ψi) + τyi sin(ψi),
ψir = atan2 (τyi , τ

x
i ) ,

(35)

where atan2(·) is a four quadrant inverse tangent function.374

2) The Optimal Yaw Moment Controller: To obtain the time375

derivatives of ψir, an RED-based nonlinear tracking differentia-376

tor (RED-basde NLTD) is presented as follows377





Θ̇i1 = −kΘi1ζ
Θ 1

3
i "Θi1 − ψir#

2
3 +Θi2,

Θ̇i2 = −kΘi2ζ
Θ 2

3
i "Θi1 − ψir#

1
3 +Θi3,

Θ̇i3 = −kΘi3ζ
Θ
i sgn(Θi1 − ψir),

(36)

where Θi1, Θi2 and Θi3 represent the estimations of ψir, ψ̇ir378

and ψ̈ir, respectively. kΘi1, kΘi2 and kΘi3 are the positive designed379

constants. ζΘi ∈ R+ is a scaling factor.380

Define the estimated errors Θ̃i1 = Θi1 − ψir, Θ̃i2 = Θi2 −381

ψ̇ir and Θ̃i3 = Θi3 − ψ̈ir. The time derivatives of Θ̃i1, Θ̃i2 and382

Θ̃i3 are inferred as follows383





˙̃Θi1 = −kΘi1ζ
Θ 1

3
i "Θ̃i1#

2
3 + Θ̃i2,

˙̃Θi2 = −kΘi2ζ
Θ 2

3
i "Θ̃i1#

1
3 + Θ̃i3,

˙̃Θi3 = −kΘi3ζ
Θ
i sgn(Θ̃i1)− ψ(3)

ir ,

(37)

where ψ(3)
ir represents the time derivative of ψ̈ir satisfying384

|ψ(3)
ir | ≤ ψ̄ir ∈ R+. According to Theorem 4 in [53], the error385

dynamics (37) are finite-time stable. Thus, it is also means that386

the estimation errors Θ̃i1, Θ̃i2 and Θ̃i3 are bounded and satisfied387

with ‖[Θ̃i1, Θ̃i2, Θ̃i3]‖ ≤ Θ̄i ∈ R+.388

To recover the unknown disturbance σr
i , an RED-based ESO389

is proposed as follows390
{
˙̂ri = −kri1ζ

r 1
2

i "r̂i − ri#
1
2 + σ̂r

i + τ ri /m
r
i ,

˙̂σr
i = −kri2ζ

r
i sgn(r̂i − ri),

(38)

where r̂i and σ̂r
i present the estimated values of ri and σr

i , 391

respectively. kri1, k
r
i2 ∈ R+ are the predefined observer gains. 392

ζri ∈ R+ is a scaling factor. 393

Letting r̃i = (r̂i − ri)/ζri and σ̃r
i = (σ̂r

i − σr
i )/ζ

r
i the time 394

derivatives of r̃i and σ̃r
i are presented as follows 395

{
˙̃ri = −kri1"r̃i#

1
2 + σ̃r

i ,
˙̃σr
i = −kri2sgn(r̃i)− σ̇r

i /ζ
r
i .

(39)

Define a yaw tracking error zi2 = ψi − ψir. The dynamic of 396

zi2 along (12c)-(12d) and (35) can be deduced as follows 397

żi2 = ri − ψ̇ir and z̈i2 = σr
i + τ ri /m

r
i − ψ̈ir. (40)

To stabilize the error dynamic z̈i2, a yaw control law is 398

developed as follows 399

τ ri = mr
i

(
ψ̈ir + τ r∗i − σ̂r

i

)
, (41)

where τ r∗i is a optimal yaw moment. 400

Substituting (41) into (40), it has 401

żi2 = ri − ψ̇ir and z̈i2 = −σ̃r
i + τ r∗i . (42)

To solve the optimal yaw moment τ ri , the following con- 402

straints are constructed to achieve the yaw stability. 403

Step 1. CLF-based stability constraint 404

To simplify the constraint design, the error dynamics (40) can 405

be transformed as follows 406

Żi2 = Ai2Zi2 +Bi2(−σ̃r
i + τ r∗i ), (43)

where Zi2 = [zi2, żi2]T , Ai2 = [0, 1; 0, 0] andBi2 = [0, 1]T . 407

To stabilize Zi2, a Lyapunov function is developed as 408

Vi2 = ZT
i2Pi2Zi2, (44)

where Pi2 is a positive definite matrix satisfying 409

AT
i2Pi2 + Pi2Ai2 −

Pi2Bi2BT
i2Pi2 −Di2Qi2Di2

γi2
= 0 (45)

with γi2 ∈ R+, Di2 = diag{1/γi2, 1} and Qi2 = QT
i2 > 0. 410

Pi2 = Di2P ′
i2Di2 with P ′

i2 = P
′T
i2 > 0 satisfying 411

AT
i2P

′
i2 + P ′

i2Ai2 − P ′
i2Bi2BT

i2P
′
i2 +Qi2 = 0.

According to [51], the optimal yaw moment τ r∗i should meet 412

the following constraint: 413

Ui4 =

{
τ r∗i : LAi2Vi2 + LBi2Vi2τ

r∗
i +

εi2
γi2

Vi2 ≤ 0

}
, (46)

where LAi2Vi2 = ZT
i2(Pi2Ai2 +AT

i2Pi2)Zi2, LBi2Vi2 = 414

2ZT
i2Pi2Bi2 and εi2 = λmin(Qi2)/λ̄(P ′

i2). 415

To acquire the open-loop solution in Ui4, a yaw pointwise 416

min-norm control law is designed as follows 417

τ r∗i =

{
−Ψi3Ψi4/(ΨT

i4Ψi4), if Ψi3 > 0,
0, if Ψi3 ≤ 0

(47)

with Ψi3 = LAi2Vi2 + εi2Vi2/γi2 + 1i2‖LBi2Vi2‖ and Ψi4 = 418

LBi2Vi2, where 1i2 is a positive constant. 419
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Step2. QP-based optimal yaw moment420

To unify the yaw stability constraint (46) and input con-421

straint, the optimal control input τ r∗i is solved via the following422

quadratic optimization423

τ r∗i = argmin
τr∗
i ∈R

Jr
i (τ

r∗
i ) = (τ r∗i )2

s.t. Ψi4(Zi2)τ r∗i ≤ −Ψi3(Zi2),
τ r∗i ≤ τ r∗i ≤ τ̄ r∗i ,

(48)

where τ̄ r∗i = τ̄ ri /m
r
i − ψ̈ir + σ̂r

i and τ r∗i = −τ̄ ri /mr
i − ψ̈ir +424

σ̂r
i .425

In order to facilitate real-time implementation, a one-layer426

RNN is used to solve the QP problem as follows [52]427

εri τ̇
r∗
i = −∇Jr

i (τ
r∗
i )− 1

ιri
∂

3∑

k=1

max {0, ξrik} (49)

where εri ∈ R+ is a time constant determining the conver-428

gence speed. ιri is a penalty parameter. ξri1 = Ψi4(Zi2)τ r∗i +429

Ψi3(Zi2), ξri2 = τ r∗i − τ̄ r∗i , ξri3 = −τ r∗i + τ r∗i . The function430

∂max{0, ξrik} is an exact penalty function expressed as431

∂max {0, ξrik} =






∇ξrik, for ξrik > 0,

[0, 1]∇ξrik, for ξrik = 0,

02, for ξrik < 0.

It is proven in [52] that the state τ r∗i of the RNN (49) can432

exponentially converge to the optimal solution in a finite time.433

IV. STABILITY AND SAFETY ANALYSIS434

This section analyzes the stability of the closed-loop system435

and the safety of the multi-ISV system.436

A. Stability Analysis437

To analyze the stability of RED-based ESO subsystems (18)438

and (39), the following assumption is needed.439

Assumption 1: The time derivatives of σq
i and σr

i are bounded440

and satisfying ‖σ̇q
i ‖ ≤ σ̄q

i and |σ̇r
i | ≤ σ̄r

i with σ̄q
i , σ̄

r
i being441

positive constants, respectively.442

Letting sqi = diag{|q̃xi |
1
2 , |q̃yi |

1
2 } and5q

i = −sqi σ̇
q
i /ζ

q
i , it gets443

‖5q
i ‖ ≤ σ̄q

i ‖s
q
i ‖/ζ

q
i and 5̃q

i = σ̄q2
i ‖sqi ‖2/ζ

q2
i − ‖5q

i ‖2. De-444

fine Zi3 = ["q̃i#
1
2 ; σ̃q

i ], Sq
i = diag{|q̃xi |

1
2 , |q̃yi |

1
2 , |q̃xi |

1
2 , |q̃yi |

1
2 }.445

Then, the error dynamics (18) can be rewritten as follows446

Żi3 = (Sq
i )

−1(Ai3Zi3 +Bi35
q
i ), (50)

where Ai3 = [− 1
2k

q
i1I2,

1
2I2;−kqi2I2, 02] andBi3 = [02; I2].447

Then, the stability of the RED-based ESO subsystem (17) is448

given via the following lemma.449

Lemma 2: Under Assumption 1, the error dynamics of the450

RED-based ESO (17) can converge to the neighborhood the451

origin in finite time, if there exists symmetric positive definite452

matrices Pi3 and Qi3 such that453

AT
i3Pi3 + Pi3Ai3 + Pi3Bi3B

T
i3Pi3 + CT

i1Ci1 = −Qi3 (51)

with Ci1 = σ̄q
i [I2, 02].454

Proof: Consider a Lyapunov function candidate V1 as455

V1 = ZT
i3Pi3Zi3 Along (50), taking the time derivative of456

V1 yields V̇1 = ZT
i3(A

T
i3(S

q
i )

−1Pi3 + Pi3(S
q
i )

−1Ai3)Zi3 + 457

ZT
i3Pi3(S

q
i )

−1Bi35
q
i +5qT

i BT
i3(S

q
i )

−1Pi3Zi3 ≤ λ(Sq
i )(Z

T
i3 458

(AT
i3Pi3 + Pi3Ai3)Zi3 + ZT

i3Pi3Bi35
q
i +5qT

i BT
i3Pi3Zi3 + 459

‖5̃q
i ‖). From (51), V̇1 becomes V̇1 ≤ λ(Sq

i )(Z
T
i3(A

T
i3Pi3 + 460

Pi3Ai3 + CT
i1Ci1)Zi3 + ZT

i3Pi3Bi35
q
i + (5q

i )
TBT

i3Pi3Zi3 − 461

‖5q
i ‖2) ≤ −λ(Sq

i )Z
T
i3Qi3Zi3 and V̇1 ≤ −λ(Qi3)λ

1
2 (Pi3)/ 462

λ̄(Pi3)V
1
2
1 . According to [54], Zi3 converges to the origin in a 463

finite time T satisfying T ≤ 2λ̄(Pi3)/(λ(Qi3)λ
1
2 (Pi3))V

1
2
1 (t0). 464

Similarly, the stability of the RED-based ESO subsystem (39) 465

is given by the following lemma without proof. 466

Lemma 3: Under Assumption 1, the error dynamics of the 467

RED-based ESO (38) converge to the origin in a finite time, 468

if there exists symmetric positive definite matrices Pi4 and 469

Qi4 such that AT
i4Pi4 + Pi4Ai4 + Pi4Bi4BT

i4Pi4 + CT
i2Ci2 = 470

−Qi4, where Ai4 = [−kqi1/2, 1/2;−kqi2, 0], Bi4 = [0; 1], and 471

Ci2 = [σ̄r
i , 0]. 472

The following lemma shows the stability of the closed-loop 473

system (22) and (43). 474

Lemma 4: Consider the closed-loop system (22) and (43). 475

Under‖σ̃q
i ‖ ≤ σ̄q

ie ∈ R+ and |σ̃r
i | ≤ σ̄r

ie ∈ R+, the error signals 476

of the closed-loop system are uniformly ultimately bounded with 477

exponential convergence rate for all unknown disturbances σq
i 478

and σr
i , and any ψi(t0) and νi(t0). 479

Proof: Construct a Lyapunov function V2 = (Vi1 + Vi2)/2. 480

Taking the derivative of V2 along (22) and (43), one has 481

V̇2 = ZT
i1Pi1Ai1Zi1 + ZT

i1Pi1Bi1(−σ̃q
i + τ q∗i )

+ ZT
i2Pi2Ai2Zi2 + ZT

i2Pi2Bi2(−σ̃r
i + τ r∗i ). (52)

According to (24) and (45), it renders that 482

V̇2 = (ZT
i1Pi1Bi1B

T
i1Pi1Zi1 − ZT

i1Di1Qi1Di1Zi1)/(2γi1)

+ (ZT
i2Pi2Bi2B

T
i2Pi2Zi2 − ZT

i2Di2Qi2Di2Zi2)/(2γi2)

+ ZT
i1Pi1Bi1(τ

q∗
i − σ̃q

i ) + ZT
i2Pi2Bi2(τ

r∗
i − σ̃r

i ). (53)

Case I: Ψi1 > 0 and Ψi3 > 0: 483

By using the first conditions of (27) and (47), the equation 484

(53) can be rewritten as V̇2 = (ZT
i1Pi1Bi1BT

i1Pi1Zi1 − 485

ZT
i1Di1Qi1Di1Zi1)/(2γi1) + (ZT

i2Pi2Bi2BT
i2Pi2Zi2−ZT

i2Di2 486

Qi2Di2Zi2)/(2γi2)− ZT
i1(Pi1Ai1+AT

i1Pi1)Zi1/2−1i1‖ZT
i1Pi1 487

Bi1‖ − ZT
i2(Pi2Ai2 +AT

i2Pi2)Zi2/2− 1i2‖ZT
i2Pi2Bi2‖ − εi1 488

Vi1/(2γi1)− εi2Vi2/(2γi2)− ZT
i1Pi1Bi1σ̃

q
i − ZT

i2Pi2Bi2σ̃r
i . 489

Based on (24) and (45), V̇2 can be deduced as 490

V̇2 = −ZT
i1Pi1Bi1σ̃

q
i − εi1Vi1/(2γi1)− 1i1‖ZT

i1Pi1Bi1‖ − 491

ZT
i2Pi2Bi2σ̃r

i − εi2Vi2/(2γi2)− 1i2‖ZT
i2Pi2Bi2‖. From 492

Lemmas 2 and 3, σ̃q
i and σ̃r

i are bounded with ‖σ̃q
i ‖ ≤ σ̄q

ie 493

and |σ̃r
i | ≤ σ̄r

ie. Thus, V̇2 can be represented as follow 494

V̇2 ≤ −εi1λ(Pi1)‖Zi1‖/(2γi1)− ‖ZT
i1Pi1Bi1‖(1i1 − σ̄q

ie)− 495

εi2λ(Pi2)‖Zi2‖/(2γi2)− ‖ZT
i2Pi2Bi2‖(1i2 − σ̄r

ie). 496

Case II: Ψi1 ≤ 0 and Ψi3 ≤ 0: 497

According to the definitions of Ψi1 and Ψi3, it yields 498
{
LAi1Vi1 + εi1Vi1/γi1 + 1i1

∥∥2ZT
i1Pi1Bi1

∥∥ < 0, (54a)
LAi2Vi2 + εi2Vi2/γi2 + 1i2

∥∥2ZT
i2Pi2Bi2

∥∥ < 0. (54b)

In this case, τ q∗i = 0 and τ r∗i = 0. Since the second and third 499

terms of (54a) and (54b) are always positive, the negativeness 500
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of Ψi1 and Ψi3 stems from LAi1Vi1 and LAi2Vi2 to be501

negative and dominant, respectively. Thus, incorporating (24)502

and (45) can yield that Pi1Bi1BT
i1Pi1 −Di1Qi1Di1 < 0503

and Pi2Bi2BT
i2Pi2 −Di2Qi2Di2 < 0. Then, it gets the504

positive definite matrices Hi1 = Di1Qi1Di1 − Pi1Bi1BT
i1Pi1505

and Hi2 = Di2Qi2Di2 − Pi2Bi2BT
i2Pi2. With (24) and506

(45), one has 2Pi1Ai1 = −Hi1/γi1 and 2Pi2Ai2 =507

−Hi2/γi2. Substituting Hi1 and Hi2 into (52) has508

V̇2 ≤ −λ(Hi1)‖Zi1‖/(2γi1)− λ(Hi2)‖Zi2‖/(2γi2) +509

‖ZT
i1Pi1Bi1‖‖σ̄q

ie‖+ ‖ZT
i2Pi2Bi2‖|σ̄r

ie|.510

The two-sided stability analysis shows that the proposed511

system is uniformly ultimate bounded. The proof is completed.512

B. Safety Analysis513

The safety of the proposed multi-ISV system is given by the514

following lemma.515

Lemma 5: Given an under-actuated ISV with dynamics (11),516

if the optimal control signal τ q∗i belongs toUi2 ∩ Ui3 for all ISVs,517

and pi(t0) ∈ Cij ∩ Cio, ∀t > t0, i = 1, . . ., N , the networked518

multi-ISV system is ISSf.519

Proof: According to Lemma 1, the set Cij,1 ∩ Cij,2 ∩ Cio,1 ∩520

Cio,2 is forward invariant by using the optimal control signal521

τ q∗i ∈ Ui2 ∩ Ui3, i.e. the set Cij ∩ Cio is ISSF. It shows that if522

the initial position of all ISVs satisfies pi(t0) ∈ Cij ∩ Cio, i =523

1, . . ., N , pi(t) will always stay in Cij ∩ Cio. Therefore, the524

proposed multi-ISV system is ISSf.525

The stability and safety of the proposed networked system of526

multiple ISVs are given by the following theorem.527

Theorem 2: Consider a networked system of multiple ISVs528

with dynamics (11), the distributed motion generator (16), the529

RED-based ESOs (17) and (38), the stability constraints (26)530

and (46), the safety constraints (30) and (32), the NLTD (36),531

the optimal surge force (35) and the optimal yaw moment532

(49). All error signals of the proposed closed-loop system are533

uniformly ultimately bounded, and the multi-ISV system is ISSf;534

i.e. collision avoidance can be ensured.535

Proof: According to Lemma 5, each ISV will not violate536

the safety requirements, i.e., the safety objective (14) and (15)537

are achieved. Lemma 4 shows that error signals Zi1 and Zi2538

are bounded, and all tracking errors are ultimately bounded,539

i.e., there exists a positive constant µ such that the geometric540

objective (13) is achieved.541

V. AN APPLICATION TO VESSEL TRAIN OF MULTIPLE ISVS542

This section provides simulation results to verify the effec-543

tiveness of the proposed method. The proposed general safety-544

certified cooperative control architecture is applied to the control545

of vessel train system consisting of five interconnected ISVs546

numbered as 1-5 moving along a riverway. In addition, consider547

one obstructive ISV numbered as 6, one static obstacle numbered548

as 1 and one dynamic obstacle numbered as 2, shown in Fig. 4.549

In order to achieve a fleet formation, each ISV is550

to track reference signals prescribed by the distributed551

motion generator (16) based on a consensus scheme as552

follows ṗ1d = q1d, q̇1d = −l21(p1d − p0d − d10)− 2l1q1d,553

ṗ2d = q2d, q̇2d = −l22(p2d − p1d − d21)− 2l2q2d, ṗ3d =554

Fig. 4. An application to vessel train moving along a riverway.

q3d, q̇3d = −l23(p3d − p2d − d32)− 2l3q3d, ṗ4d = q4d, 555

q̇4d = −l24(p4d − p3d − d43)− 2l4q4d, ṗ5d = q5d, q̇5d = 556

−l25(p5d − p0d − d54)− 2l5q5d, wherep0d = [t, 0.68t− 30]T , 557

l1 = l2 = l3 = l4 = l5 = 2 and d10 = d21 = d32 = d43 = 558

d54 = [−4.4721,−2.2361]T . Note that each ISV only 559

communicates with its neighboring ISVs. 560

In this simulation, the five ISVs are scaled-down vehicle 561

model, and the model parameters can be found in [55]. The 562

initial states of five ISVs and the obstructive ISV are set 563

as η1(0) = [−10,−45, 2π/3]T , η2(0) = [−15,−48, 2π/3]T , 564

η3(0) = [−20,−50, 2π/3]T , η4(0) = [−25,−52, 2π/3]T , 565

η5(0) = [−30,−55, 2π/3]T , η6(0) = [140, 75,−π/2]T , 566

ν1(0) = ν2(0) = ν3(0) = ν4(0) = ν5(0) = [0, 0, 0]T and 567

ν6(0) = [−0.075,−0.075, 0]T , respectively. The initial state of 568

obstacles are set as p1(0) = [35,−10]T , q1(0) = [0, 0]T , 569

p2(0) = [80, 38]T and q2(0) = [0,−0.1]T , respectively. 570

The radius of obstacles are assigned as ρ1 = 3 and 571

ρ2 = 2. The safety parameters are selected as Rc = 6 572

and Ro = 3. In addition, parameters of the proposed 573

safety-certified cooperative controller are selected as 574

kqi1 = 2.12, kqi2 = 1.1, ζqi = 3.5, kri1 = 2.12, kri2 = 1.1, ζri = 575

3.5, kΘi1 = 4, kΘi2 = 5.6, kΘi3 = 1.1, ζqi = 3.5, εi3 = 576

0.366, γi1 = 4.0, 1i1 = 3.0, εi6 = 0.366, γi2 = 0.5, 1i2 = 1.2, 577

κi1(χij,0) = χij,0, κi2(χij,1) = χij,1, κi1(hio) = hio, 578

κi2(χio) = χio, Rc = R1 = R2 = 2, li = 5, εi = 0.5, ιi = 1. 579

Figs. 5– 9 show the simulation results. Specifically, Fig. 5 580

shows the trajectories of five ISVs and the reference trajectories 581

generated by the distributed motion generator. It is seen that a 582

vessel train formation can be achieved by using the proposed 583

safety-certified controller (34) and (49) regardless of the dy- 584

namic obstacle, the static obstacle, and the obstructive ISV. Fig. 6 585

illustrates the collision avoidance process. Specifically, subfig- 586

ure 6-(a) shows that there is no collision among neighboring 587

ISVs during transient phase 0s ∼ 50 s; subfigure 6-(b) shows 588

that all ISVs can avoid the static obstacle during 50s ∼ 100 s; 589

subfigure 6-(c) implies that all ISVs can avoid the dynamic 590

obstacle during 150s ∼ 225 s; subfigure 6-(d) means that all 591

ISVs can avoid the obstructive ISV during 250s ∼ 300 s. These 592

four subfigures demonstrate that the vessel train formation is safe 593

during the whole sailing process. Fig. 7 depicts the earth-fixed 594

tracking errors of five ISVs, and they exponentially converge to 595

a small neighborhood of the origin. The four regions (a)-(d) in 596
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Fig. 5. The fleet trajectories of the five ISVs.

Fig. 6. The snapshots during different collision avoidance processes.

Fig. 7. Tracking errors of five ISVs. .

Fig. 8. The optimal surge force and yaw moment.

Fig. 9. The earth-fixed total disturbances.

Fig. 7 are consistent with the four subfigures in Fig. 6. It is also 597

observed that the tracking errors become large because the safety 598

objectives (14) and (15) take a higher priority than the geometric 599

objective (13). Fig. 8 presents the optimal surge force and the 600

optimal yaw moment within input constraints. The surge force 601

and yaw moment tunes to satisfy the stability constraints (26) and 602

(46), safety constraints (30) and (32) during the whole control 603

process. Fig. 9 displays the estimation performance for the 604

unknown total disturbances by using the proposed RED-based 605

ESOs (17) and (38), and it can be seen that the total disturbance 606

can be estimated accurately. 607

VI. CONCLUSION 608

This paper presents a general safety-certified cooperative 609

control architecture for a fleet of under-actuated ISVs in the pres- 610

ence of multiple static/dynamic obstacles, in addition to model 611

uncertainties, environmental disturbances, and input constraints. 612

RED-based ESOs are designed for recovering unknown total 613

disturbances in finite time. Based on CLF, ISSf-HOCBF and 614

RED-based ESOs, optimal surge force and yaw moment are 615

obtained by solving the constrained QPs subject to input, stabil- 616

ity, safety constraints. One-layer RNNs are employed to solve 617

the quadratic optimization problem on board, which enables 618

real-time implementations without resorting to optimization 619

tools. All tracking errors of the closed-loop system are proven 620

to be uniformly ultimately bounded and the multi-ISV system is 621

proven to be ISSf. Simulation results substantiate the effective- 622

ness of the proposed general safety-certified cooperative control 623

architecture. 624
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Abstract—This paper considers cooperative control of intercon-6
nected intelligent surface vehicles (ISV) moving in a complex water7
surface containing multiple static/dynamic obstacles. Each ISV is8
subject to control force and moment constraints, in addition to9
internal model uncertainties and external disturbances induced10
by wind, waves and currents. A general safety-certified cooper-11
ative control architecture capable of achieving various collective12
behaviors such as consensus, containment, enclosing, and flock-13
ing, is proposed. Specifically, a distributed motion generator is14
used to generate desired reference signals for each ISV. Robust-15
exact-differentiators-based (RED-based) extended state observers16
(ESOs) are designed for recovering unknown total disturbances17
in finite time. With the aid of control Lyapunov functions, input-18
to-state safe high order control barrier functions and RED-based19
ESOs, constrained quadratic optimization problems are formu-20
lated to generate optimal surge force and yaw moment without21
violating the input, stability, safety constraints. In order to facilitate22
real-time implementations, a one-layer recurrent neural network is23
employed to solve the constrained quadratic optimization problem24
on board. It is proved that all tracking errors of the closed-loop25
system are uniformly ultimately bounded and the multi-ISV sys-26
tem is input-to-state safe. An example is given to substantiate the27
effectiveness of the proposed general safety-certified cooperative28
control architecture.29

Index Terms—Distributed motion generator, intelligent surface30
vehicles, input-to-state safe high-order control barrier function,31
one-layer recurrent neural networks.32
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I. INTRODUCTION 33

W ITH the rapid advancements in communication and 34

computer technologies, cooperative operations of 35

multiple intelligent vehicles has aroused plentiful interest 36

worldwide [1]–[5]. Intelligent surface vehicles (ISV) is a 37

marine transportation platform with numerous applications such 38

as carriage of goods, conveying of passengers and waterway 39

transportation [6]–[8]. A number of cooperative control ap- 40

proaches are proposed such as virtual structure mechanisms [9], 41

behavioral methods [10], artificial potential fields [11], graph- 42

based methods [12], and leader-follower approaches [13]. 43

Various cooperative control approaches for multiple ISVs 44

are proposed; see the references and therein [14]–[27]. Specif- 45

ically, in [14], [15], leader-follower formation control methods 46

with predefined transient properties are devised for ISVs with 47

the ability of collision avoidance. In [16], an output-feedback 48

consensus maneuvering control method is investigated for a 49

fleet of ISVs, which addresses a cooperative time-varying for- 50

mation maneuvering problem with connectivity preservation 51

and collision avoidance. In [17], an output-feedback flocking 52

control method is developed for marine vehicles based on data- 53

driven adaptive extended state observers (ESOs). In [18], an 54

observer-based finite-time containment control method is pro- 55

posed to achieve a path-guided formation capable of avoidance 56

collision and connectivity preservation. In [19], a distributed 57

robust collision-free formation control scheme based on the 58

super-twisting control and persistent excitation is developed for 59

underactuated vessels, which may possess completely different 60

dynamic models. In [20], an improved real-time attitude guid- 61

ance scheme with the dynamical virtual ship is initially devel- 62

oped for the waypoints-based path-following of ISVs subject to 63

multi-static or slow time-varying obstacles. In [21], a model- 64

reference collision-free tracking control method is presented for 65

surface vehicles to enhance control accuracy and intelligence 66

by using the reinforcement learning technique. In [22], a new 67

nonlinearly transformed formation error is constructed for ISVs 68

to achieve the connectivity preservation, the collision avoidance, 69

and the distributed formation without switching the desired 70

formation pattern and using any additional potential functions. 71

In [23], a robust leader-follower formation tracking algorithm 72

is presented by using connectivity-maintaining and collision- 73

avoiding performance functions for vessels with range-limited 74

2379-8858 © 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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communication and completely unknown nonlinearities. In [24],75

the local path replanning-based repulsive potential function76

technique is designed to achieve the collision-free distributed77

formation control with the distributed fixed-time estimator.78

In [25], a target region tracking control strategy based on the79

adaptive neural network (NN) is proposed for ocean vessels80

without no intra-group collisions. In [26], a distributed synchro-81

nization controller based on p-times differentiable step functions82

is designed for multiple ISVs while ensuring no collisions83

among neighboring ships. In [27], an intent inference-based84

probabilistic velocity obstacle method is developed to avoid85

COLREG-violating vessels by combining the marine traffic86

rules with the proactive evasive actions. However, the formation87

control methods presented in [7]–[9], [12]–[27] are designed for88

specific formation scenarios with different control architectures,89

which may be inflexible in practice one one hand. On the other90

hand, the collision avoidance methods presented in [14]–[27]91

cannot avoid collisions with static obstacles, dynamic obstacles,92

and the neighboring vehicles, simultaneously.93

In this paper, we present a general collision-free safety-94

certified cooperative control architecture for multiple intercon-95

nected ISVs subject to input constraints, model uncertainties and96

environmental disturbances. The cooperative control architec-97

ture includes a high-level distributed motion generator and a low-98

level trajectory tracking controller. Specifically, the distributed99

motion generator prescribes the reference trajectories for achiev-100

ing desired swarm behaviors including consensus, containment,101

enclosing, flocking, etc. At the low level control, by using robust-102

exact-differentiator-based (RED-based) ESOs for estimating the103

total disturbances in finite time, control Lyapunov functions104

(CLF) for assuring stability, and input-to-state safe high order105

control barrier functions (ISSf-HOCBF) for guaranteeing safety,106

constrained quadratic programs (QPs) are formulated to obtain107

optimal surge force and yaw moment. To facilitate real-time108

implementations, one-layer recurrent neural networks (RNNs)109

are employed to solve the constrained quadratic optimization110

problem on board. The tracking errors of the closed-loop system111

are proved to be uniformly ultimately bounded and the safety of112

the multi-ISV system is guaranteed. An application to the vessel113

train is given to substantiate the effectiveness of the proposed114

general safety-certified cooperative control architecture.115

Compared with contributions in [7]–[9], [12]–[48], the main116

features of the proposed general safety-certified cooperative117

control architecture with control method are summarized into118

three-folds:119

1) In contrast to the formation controllers in [7]–[9], [12]–120

[44] with specific coordinated control scenarios, this pa-121

per presents a general safety-certified cooperative control122

architecture consisting of a high-level distributed motion123

generator and a low-level tracking controller. The pro-124

posed cooperative control architecture is universal and125

takes the capabilities to be compatible with various co-126

ordinated control scenarios and achieve various collective127

behaviors.128

2) In contrast to the collision avoidance strategies in [14]–129

[27], [45], [46], ISSf-HOCBFs are designed to construct130

the safety constraints from static/dynamic obstacles and131

neighboring vehicles. Within safety, stability, and input 132

constraints, the optimal control force and moment are ob- 133

tained in realtime by the designed RNNs without resorting 134

to optimization tools. 135

3) In contrast to the disturbance observers in [16], [17], [26], 136

[34], [47], the proposed RED-based ESOs can estimate the 137

unknown total disturbances in finite time. Different from 138

the fuzzy/NN approximation approaches in [14], [15], 139

[20], [21], [24], [25], [28], [33], [35], [48], RED-based 140

ESOs takes a simpler estimation structure and fewer tuning 141

parameters. 142

This paper is organized as follows. Section II states pre- 143

liminaries and problem formulation. Section III designs the 144

controller. Section IV analyzes the stability and the safety of 145

the closed-loop system. Section V gives simulation results. 146

Section VI concludes this paper. 147

II. PRELIMINARIES AND PROBLEM FORMULATION 148

A. Notation 149

For a vector a = [a1, . . ., an]T ∈ Rn and a constant b ∈ 150

(0, 1), we define the symbol "a#b = ["a1#b, . . ., "an#b]T with 151

"ai#b = sgn(ai)|ai|b, i = 1, . . ., n, where sgn(·) is a signum 152

function. A continuous function κ(·) : (c, d) $→ R is named as 153

an extended class K function (κ(·) ∈ Ke) with c, d > 0, iff κ(·) 154

is strictly monotonically increasing and κ(0) = 0. It is called as 155

an extended class K∞ function (κ(·) ∈ K∞,e) when c, d $→ ∞ 156

and limι $→∞ κ(ι) = ∞, limι $→−∞ κ(ι) = −∞. ess sup (·) de- 157

notes the essential supremum of (·). 158

B. Input-to-State Safe High Order Control Barrier Function 159

Consider an affine control system with disturbances ω ∈ Rn 160

in this form 161

ẋ = f(x) + g(x)u+ ω, (1)

where x ∈ Rn is the system state. u ∈ Rm is the control input. 162

f(x) ∈ Rn and g(x) ∈ Rn×m are locally Lipschitz continu- 163

ous functions. ω is assumed to be bounded and satisfied with 164

‖ω‖∞ ! ess supt>0 ‖ω‖. 165

Definition 1 ([49]): For a system (1) withω = 0, a super-level 166

set C ⊂ Rn with a continuously differentiable function h(x) : 167

Rn $→ R is defined as 168

C = {x ∈ Rn : h(x) ≥ 0},

∂C = {x ∈ Rn : h(x) = 0},

Int(C) = {x ∈ Rn : h(x) > 0}. (2)

Then, the set C is forward invariant if there is x(t) ∈ C for any 169

x(t0) ∈ C, ∀ t ≥ t0. The forward invariance of C indicates that 170

the system (1) with ω = 0 is safe on C. 171

Definition 2 ( [49]): For a system (1), an extended set Cω ⊃ C 172

with the continuous functions h(x) is defined as follows 173

Cω = {x ∈ Rn : h(x) + κω(‖ω‖∞) ≥ 0},
∂Cω = {x ∈ Rn : h(x) + κω(‖ω‖∞) = 0},

Int(Cω) = {x ∈ Rn : h(x) + κω(‖ω‖∞) > 0}.
(3)
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The set Cω is forward invariant for all ‖ω‖∞ ≤ ω̄ ∈ R+, if174

there exist a control input u and a function κω(·) ∈ K∞. Then,175

the system (1) is input-to-state safe (ISSf) on C as in (2) if the176

forward invariant set Cω is existed.177

For a continuously differentiable functionh(x)with a relative178

degree d > 1, we define a series of functions χi : Rn $→ R and179

corresponding sets Ciω as follows180
{
χi(x) = χ̇i−1(x) + κi (χi−1(x)) ,
Ciω = {x ∈ Rn : χi−1(x) ≥ −κiω(‖ω‖∞)} , (4)

where χ0(x) = h(x), i = 1, . . .d, and κi(·) ∈ K∞,e.181

Definition 3 ([49]): Given functions χ1(x), . . . ,χd(x) and182

sets C1ω , . . ., Cdω defined by (4), the continuously differentiable183

function h(x) with relative degree d > 1 is called as an ISSf-184

HOCBF for system (1) on the set C, if there exist a constant185

ω̄ > 0 and functions κd(·) ∈ K∞,e, κdω(·) ∈ K∞ such that for186

all x ∈ Rn and ω ∈ Rn with ‖ω‖∞ ≤ ω̄187

sup
u∈Rm

[
Ld
fh(x) + LgL

d−1
f h(x)u+

∂χd−1(x)

∂xT
ω

+ κd (χd−1(x))

]
≥ −κdω(‖ω‖∞), (5)

where Ld
fh and LgL

d−1
f h represent the Lie derivatives of h(x).188

Lemma 1 ([49]): Given an ISSf-HOCBF h(x) defined by189

Def. 3 for system (1) on C, any Lipschitz continuous controller190

u ∈ U(x) for all x ∈ Rn satisfying191

U(x) =
{
u ∈ Rm : Ld

fh(x) + LgL
d−1
f h(x)u

+
∂χd−1(x)

∂xT
ω + κd (χd−1(x)) ≥ −κdω(‖ω‖∞)

}

(6)

yields that the set C1ω ∩ C2ω∩, . . . ,∩Cdω is forward invariant,192

which means that the system (1) is ISSf on C.193

Noting that the term ω may be unavailable for a practical194

system. Hereby, the following theorem is given.195

Theorem 1: Given a series of functions χ1(x), . . .,χd(x) and196

sets C1ω, . . ., Cdω defined by (4), the continuously differentiable197

function h(x) of relative degree d > 1 is called as ISSf-HOCBF198

for the system (1) on the set C, if there exist a constant ω̄ > 0 and199

a function κd(·) ∈ K∞,e such that for all x ∈ Rn and ω ∈ Rn200

with ‖ω‖∞ ≤ ω̄201

sup
u∈Rm

[
Ld
fh(x) + LgL

d−1
f h(x)u− ∂χd−1(x)

∂xT

∂χd−1(x)

∂x

+ κd (χd−1(x))

]
≥ 0. (7)

any Lipschitz continuous controller u ∈ U∗(x) satisfying202

U∗(x) =

{
u ∈ Rm : Ld

fh(x) + LgL
d−1
f h(x)u

− ∂χd−1(x)

∂xT

∂χd−1(x)

∂x
+ κd (χd−1(x)) ≥ 0

}
. (8)

devises the system ISSf on the set C.203

Fig. 1. Cooperative control scenario of ISVs subject to static/dynamic obsta-
cles.

Proof: From (4), taking the derivative of χd(x) yields 204

χ̇d = Ld
fh(x) + LgL

d−1
f h(x)u+

∂χd−1

∂xT
ω + κd(χd−1). (9)

For u ∈ U∗(x), one has 205

χ̇d ≥
(∥∥∥∥

∂χd−1(x)

∂x

∥∥∥∥− ‖ω‖
2

)2

− ‖ω‖2

4
≥ −‖ω‖2

4
. (10)

Obviously, the inequality (10) is in the form of (5). It is concluded 206

that the function h(x) is ISSf-HOCBF of system (1) and the set 207

U∗(x) satisfies U∗(x) ⊆ U(x). It means that Theorem 1 holds. 208

The proof is completed. 209

C. Problem Formulation 210

Consider a networked system with N underactuated ISVs 211

shown in Fig. 1. It is assumed that each ISV has a plane of 212

symmetry; heave, pitch, and roll modes are neglected. The 213

kinematic and kinetic dynamics of the ith ISV are described 214

as follows [26] 215
{
η̇i = Ri(ψi)νi,
Miν̇i = fi(νi) + τi + τiw,

(11)

where i = 1, . . ., N . ηi = [pTi ,ψi]T denotes the position and 216

yaw angular with pi = [xi, yi]T ∈ R2 and ψi ∈ (−π,π]. 217

νi = [ui, vi, ri]T ∈ R3 represents the body-fixed velocity 218

vector along the surge, sway and yaw direction. Mi = 219

diag{mu
i ,m

v
i ,m

r
i } ∈ R3 is the inertia mass matrix. fi(νi) ∈ R3 220

is the unknown function including Coriolis terms, damping 221

terms and unmodeled dynamics. τi = [τui , 0, τ
r
i ]

T is a bounded 222

control input satisfying 0 ≤ τui ≤ τ̄ui and −τ̄ ri ≤ τ ri ≤ τ̄ ri with 223

τ̄ui ∈ R+ and τ̄ ri ∈ R+ being bounds of input signals. τiw ∈ R3 224

presents the unknown environmental disturbances due to wind, 225

wave and current. Ri(ψi) = diag{Rp
i (ψi), 1} is a rotation ma- 226

trix with Rp
i (ψi) = [cos(ψi),− sin(ψi); sin(ψi), cos(ψi)]. 227
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To design the safety-certified controllers, the model dynamics228

(11) is rewritten as229





ṗi = qi, (12a)
q̇i = σq

i + τ qi /m
u
i , (12b)

ψ̇i = ri, (12c)
ṙi = σr

i + τ ri /m
r
i , (12d)

where qi = Rp
i (ψi)[ui, vi]T and [σqT

i ,σr
i ]

T = Ṙi(ψi)νi +230

Ri(ψi)M
−1
i (fi(νi) + τiw)withσq

i = [σx
i ,σ

y
i ]

T ∈ R2 andσr
i ∈231

R being unknown earth-fixed disturbances. τ qi = [τxi , τ
y
i ]

T ∈232

R2 stands for the earth-fixed control input satisfying τxi =233

τui cos(ψi) and τyi = τui sin(ψi).234

This paper aims to present a general safety-certified coop-235

erative control architecture for underactuated ISVs subject to236

static/dynamic obstacles to achieve the following objectives:237

1) Geometric Objective: Force each ISV to track the reference238

trajectory pid = [xid, yid]T such that239

‖pi − pid‖ < µ, (13)

where i = 1, . . ., N and µ ∈ R+.240

2) Safety Objective: To guarantee the safety of multi-ISV241

system, the following distance constraints are required to be242

satisfied:243

1) Inter-ISV collision avoidance:244

‖pi − pj‖ > Rc, (14)

where i, j = 1, . . ., N, i 2= j. Rc ∈ R+ is the minimum245

collision-free distance among neighboring ISVs.246

2) Obstacle collision avoidance:247

‖pi − po‖ > Ro + ρo, (15)

where i = 1, . . ., N , o = 1, . . ., No with No ∈ R+ being248

the total number of obstacles. po ∈ R2 presents the posi-249

tion of obstacle. Ro ∈ R+ is the minimum collision-free250

distance from obstacles. ρo ∈ R+ is the radius of the oth251

obstacle.252

III. GENERAL COOPERATIVE CONTROL ARCHITECTURE253

A. High Level Distributed Motion Generator254

Based on the vehicle model in (11), a series of distributed255

cooperative control schemes are presented to achieve various256

collective behaviors such as consensus [16], containment [18],257

flocking [17], and enclosing [28]. In [16], [18], [28], the control258

laws are designed for specific formations. Once the mission is259

changed, the control law has to be switched. To remedy this260

limitation, a general safety-certified cooperative control archi-261

tecture for multiple ISVs is proposed, which are able to achieve262

various formation without modifying the low-level control laws.263

As shown in Fig. 2, it includes a high-level motion generator264

and a low-level trajectory tracking controller. Motivated by the265

distributed cooperative control laws in for achieving consensus,266

containment, enclosing, and flocking, a distributed motion gen-267

erator is proposed as follows268
{
ṗid = qid,

q̇id = !i(p−ir(t, θ), pid, qid, p−id, q−id),
(16)

Fig. 2. A general safety-certified cooperative control architecture for ISVs.

Fig. 3. The low-level safety-certified control architecture.

where pid ∈ R2 and qid ∈ R2 are the states of the genera- 269

tor. p−ir(t, θ) = {plr(t, θl)}l∈NL
i

is the predefined input signal, 270

which may be the trajectory, the path or the target with θl ∈ R 271

being a path parameter. p−id and q−id are output signals of 272

the ith generator’s neighbors satisfying p−id = {pkd}k∈NF
i

and 273

q−id = {qkd}k∈NF
i

. !i(·) ∈ R2 are known, bounded and Lips- 274

chitz functions, which can be designed by the specific mission 275

scenarios. 276

B. Low Level Trajectory Tracking Controller 277

In this subsection, a safety-certified cooperative control law 278

is developed for ISVs to track the reference trajectory. Fig. 3 279

presents the block diagram of the proposed low-level controller 280

for the ith ISV. 281

1) The Optimal Surge Force Controller: The ESO is an effec- 282

tive and appealing tool to address the unknow uncertainties [50]. 283

To estimate the unknown term σq
i in (12b), the RED-based ESO 284

is proposed as follows 285

{
˙̂qi = −kqi1ζ

q 1
2

i "q̂i − qi#
1
2 + σ̂q

i + τ qi /m
u
i ,

˙̂σq
i = −kqi2ζ

q
i sgn(q̂i − qi),

(17)

where q̂i = [q̂xi , q̂
y
i ]

T ∈ R2 and σ̂q
i = [σ̂x

i , σ̂
y
i ]

T ∈ R2 represent 286

the estimated values of qi and σq
i , respectively. kqi1 and kqi2 are 287

positive constants. ζqi ∈ R+ is a scaling factor. 288

Define the estimated errors q̃i = (q̂i − qi)/ζ
q
i and σ̃q

i = 289

(σ̂q
i − σq

i )/ζ
q
i . Combining (12a)-(12b) with (17), the time 290

derivatives of q̃i and σ̃q
i are deduced as follows 291

{
˙̃qi = −kqi1"q̃i#

1
2 + σ̃q

i ,
˙̃σq
i = −kqi2sgn(q̃i)− σ̇q

i /ζ
q
i .

(18)
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Letting zi1 = pi − pid and taking its derivative with (12a),292

(12b), and (16), it yields that293

żi1 = qi − qid and z̈i1 = σq
i + τ qi /m

u
i − q̇id. (19)

To stabilize the error dynamics z̈i1, by using the estimated294

information from RED-based ESO, an anti-disturbance control295

law is presented as follows296

τ qi = mu
i (q̇id + τ q∗i − σ̂q

i ) (20)

with τ q∗i = [τx∗i , τy∗i ]T being an earth-fixed optimal control297

signals. Substituting (20) into (19), one has298

żi1 = qi − qid and z̈i1 = −σ̃q
i + τ q∗i . (21)

To obtain optimal surge force τui , the following constraints299

are constructed to achieve stability and safety.300

Step 1. CLF-based stability constraint301

Let Zi1 = [zTi1, ż
T
i1]

T and take its derivative along (21) as302

Żi1 = Ai1Zi1 +Bi1(−σ̃q
i + τ q∗i ) (22)

with Ai1 = [02, I2; 02, 02] andBi1 = [02, I2]T .303

To stabilize Zi1, a candidate Lyapunov function Vi1 is con-304

structed as follows305

Vi1 = ZT
i1Pi1Zi1, (23)

where Pi1 = PT
i1 is a positive-definite matrix such that the306

continuous algebraic Riccati equation307

AT
i1Pi1 + Pi1Ai1 −

Pi1Bi1BT
i1Pi1 −Di1Qi1Di1

γi1
= 0, (24)

where γi1 is a positive constant. Qi1 represents a symmetric308

positive-definite matrix and Di1 = [I2/γi1, 02; 02, I2].309

Apply the transform Pi1 = Di1P ′
i1Di1, where P ′

i1 = P
′T
i1 >310

0 satisfies311

AT
i1P

′
i1 + P ′

i1Ai1 − P ′
i1Bi1BT

i1P
′
i1 +Qi1 = 0. (25)

Based on the dynamics (22), a CLF-based stability constraint312

set for the optimal signal τ q∗i is constructed as [51]313

Ui1 =

{
τ q∗i : LAi1Vi1 + LBi1Vi1τ

q∗
i +

εi1
γi1

Vi1 ≤ 0

}
, (26)

where LAi1Vi1 = ZT
i1(Pi1Ai1 +AT

i1Pi1)Zi1, LBi1Vi1 =314

2ZT
i1Pi1Bi1 and εi1 = λmin(Qi1)/λ̄(P ′

i1).315

To calculate the open-loop solution in (26), a position point-316

wise min-norm control law is developed as follows317

τ q∗i =

{
−Ψi1Ψi2/(ΨT

i2Ψi2), if Ψi1 > 0,
0, if Ψi1 ≤ 0,

(27)

where Ψi1 = LAi1Vi1 + εi1Vi1/γi1 + 1i1‖LBi1Vi1‖ and318

Ψi2 = LBi1Vi1 with 1i1 being a positive constant.319

Step 2. ISSf-HOCBF-based safety constraints320

Substituting (20) into (12b), the dynamic subsystem (12a)-321

(12b) can be rewritten as follows322

ėi = fi + giτ
q∗
i + ωi, (28)

where ei = [pTi , q
T
i ]

T , fi = [qTi , 02]
T , gi = [02, I2]T and ωi =323

[02, q̇Tid − σ̃qT
i ]T .324

From Def. 1, safety objectives (14) and (15) are encoded 325

into super-level sets Cij and Cio, respectively. It means that the 326

forward invariance of sets Cij and Cio are equivalent to the safety 327

of the ith ISV. Then, we aim to devise the control constraint sets 328

for ensuring forward invariance of Cij and Cio. 329

In order to avoid collision among ISVs, the set Cij is con- 330

structed as follows 331

Cij =
{
pi ∈ R2 : hij(pi) = ‖pij‖2 −R2

c ≥ 0
}
, (29)

where pij = pi − pj . hij(pi) is a candidate ISSf-HOCBF. 332

From (4), a family of functions with hij(pi) are de- 333

fined asχij,0 = hij ,χij,1 = χ̇ij,0 + κi1(χij,0),χij,2 = χ̇ij,1 + 334

κi2(χij,1), and the corresponding safety sets are denoted as 335

Cij,1 = {pi ∈ R2 : χij,0 ≥ κiω,1(‖ωi‖∞)} and Cij,2 = {pi ∈ 336

R2 : χij,1 ≥ κiω,2(‖ωi‖∞)}, where κi1(·), κi2(·) ∈ K and 337

κiω,1(·), κiω,2(·) ∈ K∞. 338

According to (6) and (28), the safety constraint of the control 339

input for the ith ISV is devised as 340

Ui2 =

{
τ q∗i : L2

fihij + LgiLfihijτ
q∗
i

− ∂χij,1(pi)

∂pTi

∂χij,1(pi)

∂pi
+ κi2(χij,1) ≥ 0

}
, (30)

where L2
fi
hij = 2(qi − qj)T (qi − qj) and LgiLfihij = 2pTij . 341

To avoid collision between ISVs and static/dynamic obstacles, 342

the safe set Cio is developed as follows 343

Cio = {pi ∈ R2 : hio(pi) = ‖pio‖2 − (Ro + ρo)
2 ≥ 0} (31)

where pio = pi − po. 344

Similarly, the safety constraint with hio(pi) is described as 345

Ui3 =

{
τ q∗i : L2

fihio + LgiLfihioτ
q∗
i

− ∂χij,1(pi)

∂pTi

∂χij,1(pi)

∂pi
+ κi2(χio) ≥ 0

}
, (32)

where L2
fi
hio = 2(qi − qo)T (qi − qo), LgiLfihio = 2pTio, and 346

χio = ḣio + κi1(hio). 347

Step 3. QP-based optimal surge force 348

For the cooperative formation of multiple ISVs, the safety 349

objective has higher priority than the geometric objective. To 350

unify the designed stability constraint (26), safety constraints 351

(30), (32) and input constraints, a quadratic optimization prob- 352

lem is formulated as follows 353

τ q∗i = argmin
[τq∗

i ;δi]∈R3

Jq
i (τ

q∗
i ) = ‖τ q∗i ‖2 + liδ2i

s.t. Ψi2(Zi1)τ
q∗
i ≤ bi1,

−LgiLfihijτ
q∗
i ≤ bi2,

−LgiLfihioτ
q∗
i ≤ bi3,

τ q∗i ≤ τ q∗i ≤ τ̄ q∗i ,

(33)

where δi is a relaxation variable. li ∈ R+ denotes a 354

penalty coefficient. bi1 = −Ψi1(Zi1) + δi, bi2 = L2
fi
hij − 355

(∂χij,1(pi)/∂pTi )(∂χij,1(pi)/∂pi) + κi2(χij,1), bi3 = L2
fi
hio 356

− (∂χij,1(pi)/∂pTi )(∂χij,1(pi)/∂pi) + κi2(χio), τ̄ q∗i = τ̄ qi / 357

mu
i + σ̂q

i − p̈id and τ q∗i = −τ̄ qi /mu
i + σ̂q

i − p̈id. 358
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A lot of optimization tools are capable of solving the con-359

strained quadratic optimization problem in (33). However, most360

of the optimization methods may not be competent for real-time361

implementation. Thus, a one-layer RNN is employed to solve362

the optimization problem in (33) as follows [52]363

εqi τ̇
q∗
i = −∇Jq

i (τ
q∗
i )− 1

ιqi
∂

N+No+2∑

k=1

max {0, ξqik} (34)

where εqi ∈ R+ is a time constant. ιqi is a penalty parameter.364

ξqi1 = Ψi2(Zi1)τ
q∗
i − bi1, ξqik = −LgiLfihijτ

q∗
i − bi2, k =365

2, . . ., N , ξqik = −LgiLfihioτ
q∗
i − bi3, k = N + 1, . . ., N +366

No, ξqi(N+No+1) = τ q∗i − τ̄ q∗i and ξqi(N+No+2) = −τ q∗i + τ q∗i .367

∂max{0, ξqik} is an exact penalty function expressed as368

∂max {0, ξqik} =






∇ξqik, for ξqik > 0,

[0, 1]∇ξqik, for ξqik = 0,

02, for ξqik < 0

with [0, 1] is a set-valued map with image in the scope [0, 1].369

By the literature [52], the neuronal state τ q∗i of above RNN is370

exponentially convergent to the optimal solution in finite time.371

Since τxi = τui cos(ψi) and τyi = τui sin(ψi), the optimal372

surge force τui and the desired yaw angle ψir are given as373
{
τui = τxi cos(ψi) + τyi sin(ψi),
ψir = atan2 (τyi , τ

x
i ) ,

(35)

where atan2(·) is a four quadrant inverse tangent function.374

2) The Optimal Yaw Moment Controller: To obtain the time375

derivatives of ψir, an RED-based nonlinear tracking differentia-376

tor (RED-basde NLTD) is presented as follows377





Θ̇i1 = −kΘi1ζ
Θ 1

3
i "Θi1 − ψir#

2
3 +Θi2,

Θ̇i2 = −kΘi2ζ
Θ 2

3
i "Θi1 − ψir#

1
3 +Θi3,

Θ̇i3 = −kΘi3ζ
Θ
i sgn(Θi1 − ψir),

(36)

where Θi1, Θi2 and Θi3 represent the estimations of ψir, ψ̇ir378

and ψ̈ir, respectively. kΘi1, kΘi2 and kΘi3 are the positive designed379

constants. ζΘi ∈ R+ is a scaling factor.380

Define the estimated errors Θ̃i1 = Θi1 − ψir, Θ̃i2 = Θi2 −381

ψ̇ir and Θ̃i3 = Θi3 − ψ̈ir. The time derivatives of Θ̃i1, Θ̃i2 and382

Θ̃i3 are inferred as follows383





˙̃Θi1 = −kΘi1ζ
Θ 1

3
i "Θ̃i1#

2
3 + Θ̃i2,

˙̃Θi2 = −kΘi2ζ
Θ 2

3
i "Θ̃i1#

1
3 + Θ̃i3,

˙̃Θi3 = −kΘi3ζ
Θ
i sgn(Θ̃i1)− ψ(3)

ir ,

(37)

where ψ(3)
ir represents the time derivative of ψ̈ir satisfying384

|ψ(3)
ir | ≤ ψ̄ir ∈ R+. According to Theorem 4 in [53], the error385

dynamics (37) are finite-time stable. Thus, it is also means that386

the estimation errors Θ̃i1, Θ̃i2 and Θ̃i3 are bounded and satisfied387

with ‖[Θ̃i1, Θ̃i2, Θ̃i3]‖ ≤ Θ̄i ∈ R+.388

To recover the unknown disturbance σr
i , an RED-based ESO389

is proposed as follows390
{
˙̂ri = −kri1ζ

r 1
2

i "r̂i − ri#
1
2 + σ̂r

i + τ ri /m
r
i ,

˙̂σr
i = −kri2ζ

r
i sgn(r̂i − ri),

(38)

where r̂i and σ̂r
i present the estimated values of ri and σr

i , 391

respectively. kri1, k
r
i2 ∈ R+ are the predefined observer gains. 392

ζri ∈ R+ is a scaling factor. 393

Letting r̃i = (r̂i − ri)/ζri and σ̃r
i = (σ̂r

i − σr
i )/ζ

r
i the time 394

derivatives of r̃i and σ̃r
i are presented as follows 395

{
˙̃ri = −kri1"r̃i#

1
2 + σ̃r

i ,
˙̃σr
i = −kri2sgn(r̃i)− σ̇r

i /ζ
r
i .

(39)

Define a yaw tracking error zi2 = ψi − ψir. The dynamic of 396

zi2 along (12c)-(12d) and (35) can be deduced as follows 397

żi2 = ri − ψ̇ir and z̈i2 = σr
i + τ ri /m

r
i − ψ̈ir. (40)

To stabilize the error dynamic z̈i2, a yaw control law is 398

developed as follows 399

τ ri = mr
i

(
ψ̈ir + τ r∗i − σ̂r

i

)
, (41)

where τ r∗i is a optimal yaw moment. 400

Substituting (41) into (40), it has 401

żi2 = ri − ψ̇ir and z̈i2 = −σ̃r
i + τ r∗i . (42)

To solve the optimal yaw moment τ ri , the following con- 402

straints are constructed to achieve the yaw stability. 403

Step 1. CLF-based stability constraint 404

To simplify the constraint design, the error dynamics (40) can 405

be transformed as follows 406

Żi2 = Ai2Zi2 +Bi2(−σ̃r
i + τ r∗i ), (43)

where Zi2 = [zi2, żi2]T , Ai2 = [0, 1; 0, 0] andBi2 = [0, 1]T . 407

To stabilize Zi2, a Lyapunov function is developed as 408

Vi2 = ZT
i2Pi2Zi2, (44)

where Pi2 is a positive definite matrix satisfying 409

AT
i2Pi2 + Pi2Ai2 −

Pi2Bi2BT
i2Pi2 −Di2Qi2Di2

γi2
= 0 (45)

with γi2 ∈ R+, Di2 = diag{1/γi2, 1} and Qi2 = QT
i2 > 0. 410

Pi2 = Di2P ′
i2Di2 with P ′

i2 = P
′T
i2 > 0 satisfying 411

AT
i2P

′
i2 + P ′

i2Ai2 − P ′
i2Bi2BT

i2P
′
i2 +Qi2 = 0.

According to [51], the optimal yaw moment τ r∗i should meet 412

the following constraint: 413

Ui4 =

{
τ r∗i : LAi2Vi2 + LBi2Vi2τ

r∗
i +

εi2
γi2

Vi2 ≤ 0

}
, (46)

where LAi2Vi2 = ZT
i2(Pi2Ai2 +AT

i2Pi2)Zi2, LBi2Vi2 = 414

2ZT
i2Pi2Bi2 and εi2 = λmin(Qi2)/λ̄(P ′

i2). 415

To acquire the open-loop solution in Ui4, a yaw pointwise 416

min-norm control law is designed as follows 417

τ r∗i =

{
−Ψi3Ψi4/(ΨT

i4Ψi4), if Ψi3 > 0,
0, if Ψi3 ≤ 0

(47)

with Ψi3 = LAi2Vi2 + εi2Vi2/γi2 + 1i2‖LBi2Vi2‖ and Ψi4 = 418

LBi2Vi2, where 1i2 is a positive constant. 419
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Step2. QP-based optimal yaw moment420

To unify the yaw stability constraint (46) and input con-421

straint, the optimal control input τ r∗i is solved via the following422

quadratic optimization423

τ r∗i = argmin
τr∗
i ∈R

Jr
i (τ

r∗
i ) = (τ r∗i )2

s.t. Ψi4(Zi2)τ r∗i ≤ −Ψi3(Zi2),
τ r∗i ≤ τ r∗i ≤ τ̄ r∗i ,

(48)

where τ̄ r∗i = τ̄ ri /m
r
i − ψ̈ir + σ̂r

i and τ r∗i = −τ̄ ri /mr
i − ψ̈ir +424

σ̂r
i .425

In order to facilitate real-time implementation, a one-layer426

RNN is used to solve the QP problem as follows [52]427

εri τ̇
r∗
i = −∇Jr

i (τ
r∗
i )− 1

ιri
∂

3∑

k=1

max {0, ξrik} (49)

where εri ∈ R+ is a time constant determining the conver-428

gence speed. ιri is a penalty parameter. ξri1 = Ψi4(Zi2)τ r∗i +429

Ψi3(Zi2), ξri2 = τ r∗i − τ̄ r∗i , ξri3 = −τ r∗i + τ r∗i . The function430

∂max{0, ξrik} is an exact penalty function expressed as431

∂max {0, ξrik} =






∇ξrik, for ξrik > 0,

[0, 1]∇ξrik, for ξrik = 0,

02, for ξrik < 0.

It is proven in [52] that the state τ r∗i of the RNN (49) can432

exponentially converge to the optimal solution in a finite time.433

IV. STABILITY AND SAFETY ANALYSIS434

This section analyzes the stability of the closed-loop system435

and the safety of the multi-ISV system.436

A. Stability Analysis437

To analyze the stability of RED-based ESO subsystems (18)438

and (39), the following assumption is needed.439

Assumption 1: The time derivatives of σq
i and σr

i are bounded440

and satisfying ‖σ̇q
i ‖ ≤ σ̄q

i and |σ̇r
i | ≤ σ̄r

i with σ̄q
i , σ̄

r
i being441

positive constants, respectively.442

Letting sqi = diag{|q̃xi |
1
2 , |q̃yi |

1
2 } and5q

i = −sqi σ̇
q
i /ζ

q
i , it gets443

‖5q
i ‖ ≤ σ̄q

i ‖s
q
i ‖/ζ

q
i and 5̃q

i = σ̄q2
i ‖sqi ‖2/ζ

q2
i − ‖5q

i ‖2. De-444

fine Zi3 = ["q̃i#
1
2 ; σ̃q

i ], Sq
i = diag{|q̃xi |

1
2 , |q̃yi |

1
2 , |q̃xi |

1
2 , |q̃yi |

1
2 }.445

Then, the error dynamics (18) can be rewritten as follows446

Żi3 = (Sq
i )

−1(Ai3Zi3 +Bi35
q
i ), (50)

where Ai3 = [− 1
2k

q
i1I2,

1
2I2;−kqi2I2, 02] andBi3 = [02; I2].447

Then, the stability of the RED-based ESO subsystem (17) is448

given via the following lemma.449

Lemma 2: Under Assumption 1, the error dynamics of the450

RED-based ESO (17) can converge to the neighborhood the451

origin in finite time, if there exists symmetric positive definite452

matrices Pi3 and Qi3 such that453

AT
i3Pi3 + Pi3Ai3 + Pi3Bi3B

T
i3Pi3 + CT

i1Ci1 = −Qi3 (51)

with Ci1 = σ̄q
i [I2, 02].454

Proof: Consider a Lyapunov function candidate V1 as455

V1 = ZT
i3Pi3Zi3 Along (50), taking the time derivative of456

V1 yields V̇1 = ZT
i3(A

T
i3(S

q
i )

−1Pi3 + Pi3(S
q
i )

−1Ai3)Zi3 + 457

ZT
i3Pi3(S

q
i )

−1Bi35
q
i +5qT

i BT
i3(S

q
i )

−1Pi3Zi3 ≤ λ(Sq
i )(Z

T
i3 458

(AT
i3Pi3 + Pi3Ai3)Zi3 + ZT

i3Pi3Bi35
q
i +5qT

i BT
i3Pi3Zi3 + 459

‖5̃q
i ‖). From (51), V̇1 becomes V̇1 ≤ λ(Sq

i )(Z
T
i3(A

T
i3Pi3 + 460

Pi3Ai3 + CT
i1Ci1)Zi3 + ZT

i3Pi3Bi35
q
i + (5q

i )
TBT

i3Pi3Zi3 − 461

‖5q
i ‖2) ≤ −λ(Sq

i )Z
T
i3Qi3Zi3 and V̇1 ≤ −λ(Qi3)λ

1
2 (Pi3)/ 462

λ̄(Pi3)V
1
2
1 . According to [54], Zi3 converges to the origin in a 463

finite time T satisfying T ≤ 2λ̄(Pi3)/(λ(Qi3)λ
1
2 (Pi3))V

1
2
1 (t0). 464

Similarly, the stability of the RED-based ESO subsystem (39) 465

is given by the following lemma without proof. 466

Lemma 3: Under Assumption 1, the error dynamics of the 467

RED-based ESO (38) converge to the origin in a finite time, 468

if there exists symmetric positive definite matrices Pi4 and 469

Qi4 such that AT
i4Pi4 + Pi4Ai4 + Pi4Bi4BT

i4Pi4 + CT
i2Ci2 = 470

−Qi4, where Ai4 = [−kqi1/2, 1/2;−kqi2, 0], Bi4 = [0; 1], and 471

Ci2 = [σ̄r
i , 0]. 472

The following lemma shows the stability of the closed-loop 473

system (22) and (43). 474

Lemma 4: Consider the closed-loop system (22) and (43). 475

Under‖σ̃q
i ‖ ≤ σ̄q

ie ∈ R+ and |σ̃r
i | ≤ σ̄r

ie ∈ R+, the error signals 476

of the closed-loop system are uniformly ultimately bounded with 477

exponential convergence rate for all unknown disturbances σq
i 478

and σr
i , and any ψi(t0) and νi(t0). 479

Proof: Construct a Lyapunov function V2 = (Vi1 + Vi2)/2. 480

Taking the derivative of V2 along (22) and (43), one has 481

V̇2 = ZT
i1Pi1Ai1Zi1 + ZT

i1Pi1Bi1(−σ̃q
i + τ q∗i )

+ ZT
i2Pi2Ai2Zi2 + ZT

i2Pi2Bi2(−σ̃r
i + τ r∗i ). (52)

According to (24) and (45), it renders that 482

V̇2 = (ZT
i1Pi1Bi1B

T
i1Pi1Zi1 − ZT

i1Di1Qi1Di1Zi1)/(2γi1)

+ (ZT
i2Pi2Bi2B

T
i2Pi2Zi2 − ZT

i2Di2Qi2Di2Zi2)/(2γi2)

+ ZT
i1Pi1Bi1(τ

q∗
i − σ̃q

i ) + ZT
i2Pi2Bi2(τ

r∗
i − σ̃r

i ). (53)

Case I: Ψi1 > 0 and Ψi3 > 0: 483

By using the first conditions of (27) and (47), the equation 484

(53) can be rewritten as V̇2 = (ZT
i1Pi1Bi1BT

i1Pi1Zi1 − 485

ZT
i1Di1Qi1Di1Zi1)/(2γi1) + (ZT

i2Pi2Bi2BT
i2Pi2Zi2−ZT

i2Di2 486

Qi2Di2Zi2)/(2γi2)− ZT
i1(Pi1Ai1+AT

i1Pi1)Zi1/2−1i1‖ZT
i1Pi1 487

Bi1‖ − ZT
i2(Pi2Ai2 +AT

i2Pi2)Zi2/2− 1i2‖ZT
i2Pi2Bi2‖ − εi1 488

Vi1/(2γi1)− εi2Vi2/(2γi2)− ZT
i1Pi1Bi1σ̃

q
i − ZT

i2Pi2Bi2σ̃r
i . 489

Based on (24) and (45), V̇2 can be deduced as 490

V̇2 = −ZT
i1Pi1Bi1σ̃

q
i − εi1Vi1/(2γi1)− 1i1‖ZT

i1Pi1Bi1‖ − 491

ZT
i2Pi2Bi2σ̃r

i − εi2Vi2/(2γi2)− 1i2‖ZT
i2Pi2Bi2‖. From 492

Lemmas 2 and 3, σ̃q
i and σ̃r

i are bounded with ‖σ̃q
i ‖ ≤ σ̄q

ie 493

and |σ̃r
i | ≤ σ̄r

ie. Thus, V̇2 can be represented as follow 494

V̇2 ≤ −εi1λ(Pi1)‖Zi1‖/(2γi1)− ‖ZT
i1Pi1Bi1‖(1i1 − σ̄q

ie)− 495

εi2λ(Pi2)‖Zi2‖/(2γi2)− ‖ZT
i2Pi2Bi2‖(1i2 − σ̄r

ie). 496

Case II: Ψi1 ≤ 0 and Ψi3 ≤ 0: 497

According to the definitions of Ψi1 and Ψi3, it yields 498
{
LAi1Vi1 + εi1Vi1/γi1 + 1i1

∥∥2ZT
i1Pi1Bi1

∥∥ < 0, (54a)
LAi2Vi2 + εi2Vi2/γi2 + 1i2

∥∥2ZT
i2Pi2Bi2

∥∥ < 0. (54b)

In this case, τ q∗i = 0 and τ r∗i = 0. Since the second and third 499

terms of (54a) and (54b) are always positive, the negativeness 500
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of Ψi1 and Ψi3 stems from LAi1Vi1 and LAi2Vi2 to be501

negative and dominant, respectively. Thus, incorporating (24)502

and (45) can yield that Pi1Bi1BT
i1Pi1 −Di1Qi1Di1 < 0503

and Pi2Bi2BT
i2Pi2 −Di2Qi2Di2 < 0. Then, it gets the504

positive definite matrices Hi1 = Di1Qi1Di1 − Pi1Bi1BT
i1Pi1505

and Hi2 = Di2Qi2Di2 − Pi2Bi2BT
i2Pi2. With (24) and506

(45), one has 2Pi1Ai1 = −Hi1/γi1 and 2Pi2Ai2 =507

−Hi2/γi2. Substituting Hi1 and Hi2 into (52) has508

V̇2 ≤ −λ(Hi1)‖Zi1‖/(2γi1)− λ(Hi2)‖Zi2‖/(2γi2) +509

‖ZT
i1Pi1Bi1‖‖σ̄q

ie‖+ ‖ZT
i2Pi2Bi2‖|σ̄r

ie|.510

The two-sided stability analysis shows that the proposed511

system is uniformly ultimate bounded. The proof is completed.512

B. Safety Analysis513

The safety of the proposed multi-ISV system is given by the514

following lemma.515

Lemma 5: Given an under-actuated ISV with dynamics (11),516

if the optimal control signal τ q∗i belongs toUi2 ∩ Ui3 for all ISVs,517

and pi(t0) ∈ Cij ∩ Cio, ∀t > t0, i = 1, . . ., N , the networked518

multi-ISV system is ISSf.519

Proof: According to Lemma 1, the set Cij,1 ∩ Cij,2 ∩ Cio,1 ∩520

Cio,2 is forward invariant by using the optimal control signal521

τ q∗i ∈ Ui2 ∩ Ui3, i.e. the set Cij ∩ Cio is ISSF. It shows that if522

the initial position of all ISVs satisfies pi(t0) ∈ Cij ∩ Cio, i =523

1, . . ., N , pi(t) will always stay in Cij ∩ Cio. Therefore, the524

proposed multi-ISV system is ISSf.525

The stability and safety of the proposed networked system of526

multiple ISVs are given by the following theorem.527

Theorem 2: Consider a networked system of multiple ISVs528

with dynamics (11), the distributed motion generator (16), the529

RED-based ESOs (17) and (38), the stability constraints (26)530

and (46), the safety constraints (30) and (32), the NLTD (36),531

the optimal surge force (35) and the optimal yaw moment532

(49). All error signals of the proposed closed-loop system are533

uniformly ultimately bounded, and the multi-ISV system is ISSf;534

i.e. collision avoidance can be ensured.535

Proof: According to Lemma 5, each ISV will not violate536

the safety requirements, i.e., the safety objective (14) and (15)537

are achieved. Lemma 4 shows that error signals Zi1 and Zi2538

are bounded, and all tracking errors are ultimately bounded,539

i.e., there exists a positive constant µ such that the geometric540

objective (13) is achieved.541

V. AN APPLICATION TO VESSEL TRAIN OF MULTIPLE ISVS542

This section provides simulation results to verify the effec-543

tiveness of the proposed method. The proposed general safety-544

certified cooperative control architecture is applied to the control545

of vessel train system consisting of five interconnected ISVs546

numbered as 1-5 moving along a riverway. In addition, consider547

one obstructive ISV numbered as 6, one static obstacle numbered548

as 1 and one dynamic obstacle numbered as 2, shown in Fig. 4.549

In order to achieve a fleet formation, each ISV is550

to track reference signals prescribed by the distributed551

motion generator (16) based on a consensus scheme as552

follows ṗ1d = q1d, q̇1d = −l21(p1d − p0d − d10)− 2l1q1d,553

ṗ2d = q2d, q̇2d = −l22(p2d − p1d − d21)− 2l2q2d, ṗ3d =554

Fig. 4. An application to vessel train moving along a riverway.

q3d, q̇3d = −l23(p3d − p2d − d32)− 2l3q3d, ṗ4d = q4d, 555

q̇4d = −l24(p4d − p3d − d43)− 2l4q4d, ṗ5d = q5d, q̇5d = 556

−l25(p5d − p0d − d54)− 2l5q5d, wherep0d = [t, 0.68t− 30]T , 557

l1 = l2 = l3 = l4 = l5 = 2 and d10 = d21 = d32 = d43 = 558

d54 = [−4.4721,−2.2361]T . Note that each ISV only 559

communicates with its neighboring ISVs. 560

In this simulation, the five ISVs are scaled-down vehicle 561

model, and the model parameters can be found in [55]. The 562

initial states of five ISVs and the obstructive ISV are set 563

as η1(0) = [−10,−45, 2π/3]T , η2(0) = [−15,−48, 2π/3]T , 564

η3(0) = [−20,−50, 2π/3]T , η4(0) = [−25,−52, 2π/3]T , 565

η5(0) = [−30,−55, 2π/3]T , η6(0) = [140, 75,−π/2]T , 566

ν1(0) = ν2(0) = ν3(0) = ν4(0) = ν5(0) = [0, 0, 0]T and 567

ν6(0) = [−0.075,−0.075, 0]T , respectively. The initial state of 568

obstacles are set as p1(0) = [35,−10]T , q1(0) = [0, 0]T , 569

p2(0) = [80, 38]T and q2(0) = [0,−0.1]T , respectively. 570

The radius of obstacles are assigned as ρ1 = 3 and 571

ρ2 = 2. The safety parameters are selected as Rc = 6 572

and Ro = 3. In addition, parameters of the proposed 573

safety-certified cooperative controller are selected as 574

kqi1 = 2.12, kqi2 = 1.1, ζqi = 3.5, kri1 = 2.12, kri2 = 1.1, ζri = 575

3.5, kΘi1 = 4, kΘi2 = 5.6, kΘi3 = 1.1, ζqi = 3.5, εi3 = 576

0.366, γi1 = 4.0, 1i1 = 3.0, εi6 = 0.366, γi2 = 0.5, 1i2 = 1.2, 577

κi1(χij,0) = χij,0, κi2(χij,1) = χij,1, κi1(hio) = hio, 578

κi2(χio) = χio, Rc = R1 = R2 = 2, li = 5, εi = 0.5, ιi = 1. 579

Figs. 5– 9 show the simulation results. Specifically, Fig. 5 580

shows the trajectories of five ISVs and the reference trajectories 581

generated by the distributed motion generator. It is seen that a 582

vessel train formation can be achieved by using the proposed 583

safety-certified controller (34) and (49) regardless of the dy- 584

namic obstacle, the static obstacle, and the obstructive ISV. Fig. 6 585

illustrates the collision avoidance process. Specifically, subfig- 586

ure 6-(a) shows that there is no collision among neighboring 587

ISVs during transient phase 0s ∼ 50 s; subfigure 6-(b) shows 588

that all ISVs can avoid the static obstacle during 50s ∼ 100 s; 589

subfigure 6-(c) implies that all ISVs can avoid the dynamic 590

obstacle during 150s ∼ 225 s; subfigure 6-(d) means that all 591

ISVs can avoid the obstructive ISV during 250s ∼ 300 s. These 592

four subfigures demonstrate that the vessel train formation is safe 593

during the whole sailing process. Fig. 7 depicts the earth-fixed 594

tracking errors of five ISVs, and they exponentially converge to 595

a small neighborhood of the origin. The four regions (a)-(d) in 596
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Fig. 5. The fleet trajectories of the five ISVs.

Fig. 6. The snapshots during different collision avoidance processes.

Fig. 7. Tracking errors of five ISVs. .

Fig. 8. The optimal surge force and yaw moment.

Fig. 9. The earth-fixed total disturbances.

Fig. 7 are consistent with the four subfigures in Fig. 6. It is also 597

observed that the tracking errors become large because the safety 598

objectives (14) and (15) take a higher priority than the geometric 599

objective (13). Fig. 8 presents the optimal surge force and the 600

optimal yaw moment within input constraints. The surge force 601

and yaw moment tunes to satisfy the stability constraints (26) and 602

(46), safety constraints (30) and (32) during the whole control 603

process. Fig. 9 displays the estimation performance for the 604

unknown total disturbances by using the proposed RED-based 605

ESOs (17) and (38), and it can be seen that the total disturbance 606

can be estimated accurately. 607

VI. CONCLUSION 608

This paper presents a general safety-certified cooperative 609

control architecture for a fleet of under-actuated ISVs in the pres- 610

ence of multiple static/dynamic obstacles, in addition to model 611

uncertainties, environmental disturbances, and input constraints. 612

RED-based ESOs are designed for recovering unknown total 613

disturbances in finite time. Based on CLF, ISSf-HOCBF and 614

RED-based ESOs, optimal surge force and yaw moment are 615

obtained by solving the constrained QPs subject to input, stabil- 616

ity, safety constraints. One-layer RNNs are employed to solve 617

the quadratic optimization problem on board, which enables 618

real-time implementations without resorting to optimization 619

tools. All tracking errors of the closed-loop system are proven 620

to be uniformly ultimately bounded and the multi-ISV system is 621

proven to be ISSf. Simulation results substantiate the effective- 622

ness of the proposed general safety-certified cooperative control 623

architecture. 624
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